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PART ONE

THE STAKES



INTRODUCTION

If all goes well, human history is just beginning. Humanity is about two
hundred thousand years old. But the Earth will remain habitable for
hundreds of millions more—enough time for millions of future generations;
enough to end disease, poverty and injustice forever; enough to create
heights of flourishing unimaginable today. And if we could learn to reach
out further into the cosmos, we could have more time yet: trillions of years,
to explore billions of worlds. Such a lifespan places present-day humanity
in its earliest infancy. A vast and extraordinary adulthood awaits.

Our view of this potential is easily obscured. The latest scandal draws
our outrage; the latest tragedy, our sympathy. Time and space shrink. We
forget the scale of the story in which we take part. But there are moments
when we remember—when our vision shifts, and our priorities realign. We
see a species precariously close to self-destruction, with a future of
immense promise hanging in the balance. And which way that balance tips
becomes our most urgent public concern.

This book argues that safeguarding humanity’s future is the defining
challenge of our time. For we stand at a crucial moment in the history of
our species. Fueled by technological progress, our power has grown so
great that for the first time in humanity’s long history, we have the capacity
to destroy ourselves—severing our entire future and everything we could
become.

Yet humanity’s wisdom has grown only falteringly, if at all, and lags
dangerously behind. Humanity lacks the maturity, coordination and
foresight necessary to avoid making mistakes from which we could never
recover. As the gap between our power and our wisdom grows, our future is
subject to an ever-increasing level of risk. This situation is unsustainable.
So over the next few centuries, humanity will be tested: it will either act



decisively to protect itself and its longterm potential, or, in all likelihood,
this will be lost forever.

To survive these challenges and secure our future, we must act now:
managing the risks of today, averting those of tomorrow, and becoming the
kind of society that will never pose such risks to itself again.

It is only in the last century that humanity’s power to threaten its entire
future became apparent. One of the most harrowing episodes has just
recently come to light. On Saturday, October 27, 1962, a single officer on a
Soviet submarine almost started a nuclear war. His name was Valentin
Savitsky. He was captain of the submarine B-59—one of four submarines
the Soviet Union had sent to support its military operations in Cuba. Each
was armed with a secret weapon: a nuclear torpedo with explosive power
comparable to the Hiroshima bomb.

It was the height of the Cuban Missile Crisis. Two weeks earlier, US
aerial reconnaissance had produced photographic evidence that the Soviet
Union was installing nuclear missiles in Cuba, from which they could strike
directly at the mainland United States. In response, the US blockaded the
seas around Cuba, drew up plans for an invasion and brought its nuclear
forces to the unprecedented alert level of DEFCON 2 (“Next step to nuclear
war”).

On that Saturday, one of the blockading US warships detected Savitsky’s
submarine and attempted to force it to the surface by dropping low-
explosive depth charges as warning shots. The submarine had been hiding
deep underwater for days. It was out of radio contact, so the crew did not
know whether war had already broken out. Conditions on board were
extremely bad. It was built for the Arctic and its ventilator had broken in the
tropical water. The heat inside was unbearable, ranging from 113°F near the
torpedo tubes to 140°F in the engine room. Carbon dioxide had built up to
dangerous concentrations, and crew members had begun to fall
unconscious. Depth charges were exploding right next to the hull. One of
the crew later recalled: “It felt like you were sitting in a metal barrel, which
somebody is constantly blasting with a sledgehammer.”

Increasingly desperate, Captain Savitsky ordered his crew to prepare
their secret weapon:



Maybe the war has already started up there, while we are doing
somersaults here. We’re going to blast them now! We will die, but
we will sink them all—we will not disgrace our Navy!1

Firing the nuclear weapon required the agreement of the submarine’s
political officer, who held the other half of the firing key. Despite the lack
of authorization by Moscow, the political officer gave his consent.

On any of the other three submarines, this would have sufficed to launch
their nuclear weapon. But by the purest luck, submarine B-59 carried the
commander of the entire flotilla, Captain Vasili Arkhipov, and so required
his additional consent. Arkhipov refused to grant it. Instead, he talked
Captain Savitsky down from his rage and convinced him to give up: to
surface amidst the US warships and await further orders from Moscow.2

We do not know precisely what would have happened if Arkhipov had
granted his consent—or had he simply been stationed on any of the other
three submarines. Perhaps Savitsky would not have followed through on his
command. What is clear is that we came precariously close to a nuclear
strike on the blockading fleet—a strike which would most likely have
resulted in nuclear retaliation, then escalation to a full-scale nuclear war
(the only kind the US had plans for). Years later, Robert McNamara,
Secretary of Defense during the crisis, came to the same conclusion:

No one should believe that had U.S. troops been attacked by nuclear
warheads, the U.S. would have refrained from responding with
nuclear warheads. Where would it have ended? In utter disaster.3

Ever since the advent of nuclear weapons, humans have been making
choices with such stakes. Ours is a world of flawed decision-makers,
working with strikingly incomplete information, directing technologies
which threaten the entire future of the species. We were lucky, that Saturday
in 1962, and have so far avoided catastrophe. But our destructive
capabilities continue to grow, and we cannot rely on luck forever.

We need to take decisive steps to end this period of escalating risk and
safeguard our future. Fortunately, it is in our power to do so. The greatest
risks are caused by human action, and they can be addressed by human



action. Whether humanity survives this era is thus a choice humanity will
make. But it is not an easy one. It all depends on how quickly we can come
to understand and accept the fresh responsibilities that come with our
unprecedented power.

This is a book about existential risks—risks that threaten the destruction of
humanity’s longterm potential. Extinction is the most obvious way
humanity’s entire potential could be destroyed, but there are others. If
civilization across the globe were to suffer a truly unrecoverable collapse,
that too would destroy our longterm potential. And we shall see that there
are dystopian possibilities as well: ways we might get locked into a failed
world with no way back.

While this set of risks is diverse, it is also exclusive. So I will have to set
aside many important risks that fall short of this bar: our topic is not new
dark ages for humanity or the natural world (terrible though they would be),
but the permanent destruction of humanity’s potential.

Existential risks present new kinds of challenges. They require us to
coordinate globally and intergenerationally, in ways that go beyond what
we have achieved so far. And they require foresight rather than trial and
error. Since they allow no second chances, we need to build institutions to
ensure that across our entire future we never once fall victim to such a
catastrophe.

To do justice to this topic, we will have to cover a great deal of ground.
Understanding the risks requires delving into physics, biology, earth science
and computer science; situating this in the larger story of humanity requires
history and anthropology; discerning just how much is at stake requires
moral philosophy and economics; and finding solutions requires
international relations and political science. Doing this properly requires
deep engagement with each of these disciplines, not just cherry-picking
expert quotes or studies that support one’s preconceptions. This would be
an impossible task for any individual, so I am extremely grateful for the
extensive advice and scrutiny of dozens of the world’s leading researchers
from across these fields.4

This book is ambitious in its aims. Through careful analysis of the
potential of humanity and the risks we face, it makes the case that we live



during the most important era of human history. Major risks to our entire
future are a new problem, and our thinking has not caught up. So The
Precipice presents a new ethical perspective: a major reorientation in the
way we see the world, and our role in it. In doing so, the book aspires to
start closing the gap between our wisdom and power, allowing humanity a
clear view of what is at stake, so that we will make the choices necessary to
safeguard our future.

I have not always been focused on protecting our longterm future,
coming to the topic only reluctantly. I am a philosopher, at Oxford
University, specializing in ethics. My earlier work was rooted in the more
tangible concerns of global health and global poverty—in how we could
best help the worst off. When coming to grips with these issues I felt the
need to take my work in ethics beyond the ivory tower. I began advising the
World Health Organization, World Bank and UK government on the ethics
of global health. And finding that my own money could do hundreds of
times as much good for those in poverty as it could do for me, I made a
lifelong pledge to donate at least a tenth of all I earn to help them.5 I
founded a society, Giving What We Can, for those who wanted to join me,
and was heartened to see thousands of people come together to pledge more
than £1 billion over our lifetimes to the most effective charities we know of,
working on the most important causes. Together, we’ve already been able to
transform the lives of tens of thousands of people.6 And because there are
many other ways beyond our donations in which we can help fashion a
better world, I helped start a wider movement, known as effective altruism,
in which people aspire to use evidence and reason to do as much good as
possible.

Since there is so much work to be done to fix the needless suffering in
our present, I was slow to turn to the future. It was so much less visceral; so
much more abstract. Could it really be as urgent a problem as suffering
now? As I reflected on the evidence and ideas that would culminate in this
book, I came to realize that the risks to humanity’s future are just as real
and just as urgent—yet even more neglected. And that the people of the
future may be even more powerless to protect themselves from the risks we
impose than the dispossessed of our own time.

Addressing these risks has now become the central focus of my work:
both researching the challenges we face, and advising groups such as the



UK Prime Minister’s Office, the World Economic Forum and DeepMind on
how they can best address these challenges. Over time, I’ve seen a growing
recognition of these risks, and of the need for concerted action.

To allow this book to reach a diverse readership, I’ve been ruthless in
stripping out the jargon, needless technical detail and defensive
qualifications typical of academic writing (my own included). Readers
hungry for further technical detail or qualifications can delve into the many
endnotes and appendices, written with them in mind.7

I have tried especially hard to examine the evidence and arguments
carefully and even-handedly, making sure to present the key points even if
they cut against my narrative. For it is of the utmost importance to get to the
truth of these matters—humanity’s attention is scarce and precious, and
must not be wasted on flawed narratives or ideas8.

Each chapter of The Precipice illuminates the central questions from a
different angle. Part One (The Stakes) starts with a bird’s-eye view of our
unique moment in history, then examines why it warrants such urgent moral
concern. Part Two (The Risks) delves into the science of the risks facing
humanity, both from nature and from ourselves, showing that while some
have been overstated, there is real risk and it is growing. So Part Three (The
Path Forward) develops tools for understanding how these risks compare
and combine, and new strategies for addressing them. I close with a vision
of our future: of what we could achieve were we to succeed.

This book is not just a familiar story of the perils of climate change or
nuclear war. These risks that first awoke us to the possibilities of destroying
ourselves are just the beginning. There are emerging risks, such as those
arising from biotechnology and advanced artificial intelligence, that may
pose much greater risk to humanity in the coming century.

Finally, this is not a pessimistic book. It does not present an inevitable
arc of history culminating in our destruction. It is not a morality tale about
our technological hubris and resulting fall. Far from it. The central claim is
that there are real risks to our future, but that our choices can still make all
the difference. I believe we are up to the task: that through our choices we
can pull back from the precipice and, in time, create a future of astonishing
value—with a richness of which we can barely dream, made possible by
innovations we are yet to conceive. Indeed, my deep optimism about
humanity’s future is core to my motivation in writing this book. Our



potential is vast. We have so much to protect.



1

STANDING AT THE PRECIPICE

It might be a familiar progression, transpiring on many worlds—a
planet, newly formed, placidly revolves around its star; life slowly
forms; a kaleidoscopic procession of creatures evolves; intelligence
emerges which, at least up to a point, confers enormous survival
value; and then technology is invented. It dawns on them that there
are such things as laws of Nature, that these laws can be revealed by
experiment, and that knowledge of these laws can be made both to
save and to take lives, both on unprecedented scales. Science, they
recognize, grants immense powers. In a flash, they create world-
altering contrivances. Some planetary civilizations see their way
through, place limits on what may and what must not be done, and
safely pass through the time of perils. Others, not so lucky or so
prudent, perish.

—Carl Sagan1

We live at a time uniquely important to humanity’s future. To see why, we
need to take a step back and view the human story as a whole: how we got
to this point and where we might be going next.

Our main focus will be humanity’s ever-increasing power—power to
improve our condition and power to inflict harm. We shall see how the
major transitions in human history have enhanced our power, and enabled
us to make extraordinary progress. If we can avoid catastrophe we can
cautiously expect this progress to continue: the future of a responsible
humanity is extraordinarily bright. But this increasing power has also
brought on a new transition, at least as significant as any in our past, the



transition to our time of perils.

HOW WE GOT HERE

Very little of humanity’s story has been told; because very little can be told.
Our species, Homo sapiens, arose on the savannas of Africa 200,000 years
ago.2 For an almost unimaginable time we have had great loves and
friendships, suffered hardships and griefs, explored, created, and wondered
about our place in the universe. Yet when we think of humanity’s great
achievements across time, we think almost exclusively of deeds recorded on
clay, papyrus or paper—records that extend back only about 5,000 years.
We rarely think of the first person to set foot in the strange new world of
Australia some 70,000 years ago; of the first to name and study the plants
and animals of each place we reached; of the stories, songs and poems of
humanity in its youth.3 But these accomplishments were real, and
extraordinary.

We know that even before agriculture or civilization, humanity was a
fresh force in the world. Using the simple, yet revolutionary, technologies
of seafaring, clothing and fire, we traveled further than any mammal before
us. We adapted to a wider range of environments, and spread across the
globe.4
What made humanity exceptional, even at this nascent stage? We were not
the biggest, the strongest or the hardiest. What set us apart was not physical,
but mental—our intelligence, creativity and language.5

Yet even with these unique mental abilities, a single human alone in the
wilderness would be nothing exceptional. He or she might be able to
survive—intelligence making up for physical prowess—but would hardly
dominate. In ecological terms, it is not a human that is remarkable, but
humanity.

Each human’s ability to cooperate with the dozens of other people in
their band was unique among large animals. It allowed us to form
something greater than ourselves. As our language grew in expressiveness
and abstraction, we were able to make the most of such groupings: pooling
together our knowledge, our ideas and our plans.



FIGURE 1.1 How we settled the world. The arrows show our current understanding

of the land and sea routes taken by our ancestors, and how many years ago they
reached each area.6

Crucially, we were able to cooperate across time as well as space. If each
generation had to learn everything anew, then even a crude iron shovel
would have been forever beyond our technological reach. But we learned
from our ancestors, added minor innovations of our own, and passed this all
down to our children. Instead of dozens of humans in cooperation, we had
tens of thousands, cooperating across the generations, preserving and
improving ideas through deep time. Little by little, our knowledge and our
culture grew.7

At several points in the long history of humanity there has been a great
transition: a change in human affairs that accelerated our accumulation of
power and shaped everything that would follow. I will focus on three.8

The first was the Agricultural Revolution.9 Around 10,000 years ago the
people of the Fertile Crescent, in the Middle East, began planting wild
wheat, barley, lentils and peas to supplement their foraging. By
preferentially replanting the seeds from the best plants, they harnessed the
power of evolution, creating new domesticated varieties with larger seeds
and better yields. This worked with animals too, giving humans easier
access to meat and hides, along with milk, wool and manure. And the
physical power of draft animals to help plow the fields or transport the
harvest was the biggest addition to humanity’s power since fire.10



While the Fertile Crescent is often called “the cradle of civilization,” in
truth civilization had many cradles. Entirely independent agricultural
revolutions occurred across the world in places where the climate and local
species were suitable: in east Asia; sub-Saharan Africa; New Guinea;
South, Central and North America; and perhaps elsewhere too.11 The new
practices fanned out from each of these cradles, changing the way of life for
many from foraging to farming.
This had dramatic effects on the scale of human cooperation. Agriculture
reduced the amount of land needed to support each person by a factor of a
hundred, allowing large permanent settlements to develop, which began to
unite together into states.12 Where the largest foraging communities
involved perhaps hundreds of people, some of the first cities had tens of
thousands of inhabitants. At its height, the Sumerian civilization contained
around a million people.13 And 2,000 years ago, the Han dynasty of China
reached sixty million people—about a hundred thousand times as many as
were ever united in our forager past, and about ten times the entire global
forager population at its peak.14

As more and more people were able to share their insights and
discoveries, there were rapid developments in technology, institutions and
culture. And the increasing numbers of people trading with one another
made it possible for them to specialize in these areas—to devote a lifetime
to governance, trade or the arts—allowing us to develop these ideas much
more deeply.

Over the first 6,000 years of agriculture, we achieved world-changing
breakthroughs including writing, mathematics, law and the wheel.15 Of
these, writing was especially important for strengthening our ability to
cooperate across time and space: increasing the bandwidth between
generations, the reliability of the information, and the distance over which
ideas could be shared.



FIGURE 1.2 The cradles of civilization. The places around the world where

agriculture was independently developed, marked with how many years ago this
occurred.

The next great transition was the Scientific Revolution.16 Early forms of
science had been practiced since ancient times, and the seeds of empiricism
can be found in the work of medieval scholars in the Islamic world and
Europe.17 But it was only about 400 years ago that humanity developed the
scientific method and saw scientific progress take off.18 This helped replace
a reliance on received authorities with careful observation of the natural
world, seeking simple and testable explanations for what we saw. The
ability to test and discard bad explanations helped us break free from
dogma, and allowed for the first time the systematic creation of knowledge
about the workings of nature.

Some of our new-found knowledge could be harnessed to improve the
world around us. So the accelerated accumulation of knowledge brought
with it an acceleration of technological innovation, giving humanity
increasing power over the natural world. The rapid pace allowed people to
see transformative effects of these improvements within their own lifetimes.
This gave rise to the modern idea of progress. Where the world had
previously been dominated by narratives of decline and fall or of a
recurring cycle, there was increasing interest in a new narrative: a grand
project of working together to build a better future.

Soon, humanity underwent a third great transition: the Industrial
Revolution. This was made possible by the discovery of immense reserves
of energy in the form of coal and other fossil fuels. These are formed from



the compressed remains of organisms that lived in eons past, allowing us
access to a portion of the sunlight that shone upon the Earth over millions
of years.19 We had already begun to drive simple machines with the
renewable energy from the wind, rivers and forests; fossil fuels allowed
access to vastly more energy, and in a much more concentrated and
convenient form.

But energy is nothing without a way of converting it to useful work, to
achieve our desired changes in the world. The steam engine allowed the
stored chemical energy of coal to be turned into mechanical energy.20 This
mechanical energy was then used to drive machines that performed massive
amounts of labor for us, allowing raw materials to be transformed into
finished products much more quickly and cheaply than before. And via the
railroad, this wealth could be distributed and traded across long distances.

Productivity and prosperity began to accelerate, and a rapid sequence of
innovations ramped up the efficiency, scale and variety of automation,
giving rise to the modern era of sustained economic growth.21

The effects of these transitions have not always been positive. Life in the
centuries following the Agricultural Revolution generally involved more
work, reduced nutrition and increased disease.22 Science gave us weapons
of destruction that haunt us to this day. And the Industrial Revolution was
among the most destabilizing periods in human history. The unequal
distribution of gains in prosperity and the exploitative labor practices led to
the revolutionary upheavals of the early twentieth century.23 Inequality
between countries increased dramatically (a trend that has only begun to
reverse in the last two decades).24 Harnessing the energy stored in fossil
fuels has released greenhouse gases, while industry fueled by this energy
has endangered species, damaged ecosystems and polluted our
environment.

Yet despite these real problems, on average human life today is
substantially better than at any previous time. The most striking change
may be in breaking free from poverty. Until 200 years ago—the last
thousandth of our history25—increases in humanity’s power and prosperity
came hand in hand with increases in the human population. Income per
person stayed almost unchanged: a little above subsistence in times of



plenty; a little below in times of need.26 The Industrial Revolution broke
this rule, allowing income to grow faster than population and ushering in an
unprecedented rise in prosperity that continues to this day.

We often think of economic growth from the perspective of a society
that is already affluent, where it is not immediately clear if further growth
even improves our lives. But the most remarkable effects of economic
growth have been for the poorest people. In today’s world, one out of ten
people are so poor that they live on less than two dollars per day—a widely
used threshold for “extreme poverty.” That so many have so little is among
the greatest problems of our time, and has been a major focus of my life. It
is shocking then to look further back and see that prior to the Industrial
Revolution 19 out of 20 people lived on less than two dollars a day (even
adjusting for inflation and purchasing power). Until the Industrial
Revolution, any prosperity was confined to a tiny elite with extreme
poverty the norm. But over the last two centuries more and more people
have broken free from extreme poverty, and are now doing so more quickly
than at any earlier time.27 Two dollars a day is far from prosperity, and
these statistics can be of little comfort to those who are still in the grip of
poverty, but the trends toward improvement are clear.

And it is not only in terms of material conditions that life has improved.
Consider education and health. Universal schooling has produced dramatic
improvements in education. Before the Industrial Revolution, just one in ten
of the world’s people could read and write; now more than eight in ten can
do so.28 For the 10,000 years since the Agricultural Revolution, life
expectancy had hovered between 20 and 30 years. It has now more than
doubled, to 72 years.29 And like literacy, these gains have been felt across
the world. In 1800 the highest life expectancy of any country was a mere 43
years, in Iceland. Now every single country has a life expectancy above
50.30 The industrial period has seen all of humanity become more
prosperous, educated and long-lived than ever before. But we should not
succumb to complacency in the face of this astonishing progress. That we
have achieved so much, and so quickly, should inspire us to address the
suffering and injustices that remain.
We have also seen substantial improvements in our moral thinking.31 One
of the clearest trends is toward the gradual expansion of the moral
community, with the recognition of the rights of women, children, the poor,



foreigners and ethnic or religious minorities. We have also seen a marked
shift away from violence as a morally acceptable part of society.32 And in
the last sixty years we have added the environment and the welfare of
animals to our standard picture of morality. These social changes did not
come naturally with prosperity. They were secured by reformers and
activists, motivated by the belief that we can—and must—improve. We still
have far to go before we are living up to these new ideals, and our progress
can be painfully slow, but looking back even just one or two centuries
shows how far we have come.

Of course, there have been many setbacks and exceptions. The path has
been tumultuous, things have often become better in some ways while
worse in others, and there is certainly a danger of choosing selectively from
history to create a simple narrative of improvement from a barbarous past to
a glorious present. Yet at the largest scales of human history, where we see
not the rise and fall of each empire, but the changing face of human
civilization across the entire globe, the trends toward progress are clear.33

It can be hard to believe such trends, when it so often feels like
everything is collapsing around us. In part this skepticism comes from our
everyday experience of our own lives or communities over a timespan of
years—a scale where downs are almost as likely as ups. It might also come
from our tendency to focus more on bad news than good and on threats
rather than opportunities: heuristics that are useful for directing our actions,
but which misfire when attempting to objectively assess the balance of bad
and good.34 When we try to overcome these distortions, looking for global
indicators of the quality of our lives that are as objective as possible, it is
very difficult to avoid seeing significant improvement from century to
century.

And these trends should not surprise us. Every day we are the
beneficiaries of uncountable innovations made by people over hundreds of
thousands of years. Innovations in technology, mathematics, language,
institutions, culture, art; the ideas of the hundred billion people who came
before us, and shaped almost every facet of the modern world.35 This is a
stunning inheritance. No wonder, then, that our lives are better for it.

We cannot be sure these trends toward progress will continue. But given
their tenacity, the burden would appear to be on the pessimist to explain
why now is the point it will fail. This is especially true when people have



been predicting such failure for so long and with such a poor track record.
Thomas Macaulay made this point well:

We cannot absolutely prove that those are in error who tell us that
society has reached a turning point, that we have seen our best days.
But so said all before us, and with just as much apparent reason…
On what principle is it that, when we see nothing but improvement
behind us, we are to expect nothing but deterioration before us?36

And he wrote those words in 1830, before an additional 190 years of
progress and failed predictions of the end of progress. During those years,
lifespan doubled, literacy soared and eight in ten people escaped extreme
poverty. What might the coming years bring?

FIGURE 1.3 The striking improvements in extreme poverty, literacy, child mortality

and life expectancy over the last 200 years.37



WHERE WE MIGHT GO

On the timescale of an individual human life, our 200,000-year history
seems almost incomprehensibly long. But on a geological timescale it is
short, and vanishingly so on the timescale of the universe as a whole. Our
cosmos has a 14-billion-year history, and even that is short on the grandest
scales. Trillions of years lie ahead of us. The future is immense.

How much of this future might we live to see? The fossil record
provides some useful guidance. Mammalian species typically survive for
around one million years before they go extinct; our close relative, Homo
erectus, survived for almost two million.38 If we think of one million years
in terms of a single, eighty-year life, then today humanity would be in its
adolescence—sixteen years old; just coming into our power; just old
enough to get ourselves in serious trouble.39

Obviously, though, humanity is not a typical species. For one thing, we
have recently acquired a unique power to destroy ourselves—power that
will be the focus of much of this book. But we also have unique power to
protect ourselves from external destruction, and thus the potential to outlive
our related species.

How long could we survive on Earth? Our planet will remain habitable
for roughly a billion years.40 That’s enough time for trillions of human
lives; time to watch mountain ranges rise, continents collide, orbits realign;
and time, as well, to heal our society and our planet of the wounds we have
caused in our immaturity.

And we might have more time yet. As one of the pioneers of rocketry
put it, “Earth is the cradle of humanity, but one cannot live in a cradle
forever.”41 We do not know, yet, how to reach other stars and settle their
planets, but we know of no fundamental obstacles. The main impediment
appears to be the time necessary to learn how. This makes me optimistic.
After all, the first heavier-than-air flight was in 1903 and just sixty-eight
years later we had launched a spacecraft that left our Solar System and will
reach the stars. Our species learns quickly, especially in recent times, and a
billion years is a long education. I think we will need far less.

If we can reach other stars, then the whole galaxy opens up to us. The
Milky Way alone contains more than 100 billion stars, and some of these
will last for trillions of years, greatly extending our potential lifespan. Then



there are billions of other galaxies beyond our own. If we reach a future of
such a scale, we might have a truly staggering number of descendants, with
the time, resources, wisdom and experience to create a diversity of wonders
unimaginable to us today.

While humanity has made progress toward greater prosperity, health,
education and moral inclusiveness, there is so much further we could go.
Our present world remains marred by malaria and HIV; depression and
dementia; racism and sexism; torture and oppression. But with enough time,
we can end these horrors—building a society that is truly just and humane.

And a world without agony and injustice is just a lower bound on how
good life could be. Neither the sciences nor the humanities have yet found
any upper bound. We get some hint at what is possible during life’s best
moments: glimpses of raw joy, luminous beauty, soaring love. Moments
when we are truly awake. These moments, however brief, point to possible
heights of flourishing far beyond the status quo, and far beyond our current
comprehension.

Our descendants could have eons to explore these heights, with new
means of exploration. And it’s not just wellbeing. Whatever you value—
beauty, understanding, culture, consciousness, freedom, adventure,
discovery, art—our descendants would be able to take these so much
further, perhaps even discovering entirely new categories of value,
completely unknown to us. Music we lack the ears to hear.

THE PRECIPICE

But this future is at risk. For we have recently undergone another transition
in our power to transform the world—one at least as significant as the
Agricultural, Scientific and Industrial Revolutions that preceded it.

With the detonation of the first atomic bomb, a new age of humanity
began.42 At that moment, our rapidly accelerating technological power
finally reached the threshold where we might be able to destroy ourselves.
The first point where the threat to humanity from within exceeded the
threats from the natural world. A point where the entire future of humanity
hangs in the balance. Where every advance our ancestors have made could
be squandered, and every advance our descendants may achieve could be



denied. The greater part of the book of human history left unwritten; the
narrative broken off; blank pages.

Nuclear weapons were a discontinuous change in human power. At
Hiroshima, a single bomb did the damage of thousands. And six years later,
a single thermonuclear bomb held more energy than every explosive used in
the entire course of the Second World War.43

It became clear that a war with such weapons would change the Earth in
ways that were unprecedented in human history. World leaders, atomic
scientists and public intellectuals began to take seriously the possibility that
a nuclear war would spell the end of humanity: either through extinction or
a permanent collapse of civilization.44 Early concern centered on
radioactive fallout and damage to the ozone layer, but in the 1980s the focus
shifted to a scenario known as nuclear winter, in which nuclear firestorms
loft smoke from burning cities into the upper atmosphere.45 High above the
clouds, the smoke cannot be rained out and would persist for years,
blackening the sky, chilling the Earth and causing massive crop failure. This
was a mechanism by which nuclear war could result in extreme famine, not
just in the combatant countries, but in every country around the world.
Millions of direct deaths from the explosions could be followed by billions
of deaths from starvation, and—potentially—by the end of humanity itself.

How close have we come to such a war? With so much to lose, nuclear war
is in no one’s interest. So we might expect these obvious dangers to create a
certain kind of safety—where world leaders inevitably back down before
the brink. But as more and more behind-the-scenes evidence from the Cold
War has become public, it has become increasingly clear that we have only
barely avoided full-scale nuclear war.

We saw how the intervention of a single person, Captain Vasili
Arkhipov, may have prevented an all-out nuclear war at the height of the
Cuban Missile Crisis. But even more shocking is just how many times in
those few days we came close to disaster, only to be pulled back by the
decisions of a few individuals.

The principal events of the crisis took place over a single week. On
Monday, October 22, 1962, President John F. Kennedy gave a television
address, informing his nation that the Soviets had begun installing strategic



nuclear missiles in Cuba—directly threatening the United States. He
warned that any use of these nuclear weapons would be met by a full-scale
nuclear retaliation on the Soviet Union. His advisers drew up plans for both
air strikes on the 48 missiles they had discovered and a full invasion of
Cuba. US forces were brought to DEFCON 3, to prepare for a possible
nuclear war.46

On Wednesday, October 24, the US launched a naval blockade to
prevent the delivery of further missiles to Cuba, and took its nuclear forces
to the unprecedented level of DEFCON 2. Nuclear missiles were readied
for launch and nuclear bombers took to the skies, ready to begin an all-out
nuclear attack on the Soviet Union. The crisis reached its peak on Saturday
when the Soviets shot down a U-2 reconnaissance plane with a surface-to-
air missile, killing its pilot.

Then on Sunday morning it was all over. The Soviets backed down,
unexpectedly announcing that they were removing all nuclear missiles from
Cuba. But it could very easily have ended differently.

There has been substantial debate about exactly how close the crisis
came to nuclear war. But over the decades, as more details have been
revealed, the picture has become increasingly serious. Kennedy and
Khrushchev went to great lengths to resist hawkish politicians and generals
and to stay clear of the brink.47 But there was a real possibility that, like the
First World War, a war might begin without any side wanting it. As the
week wore on, events on the ground spiraled beyond their control and they
only barely kept the crisis from escalating. The US came extremely close to
attacking Cuba, this had a much higher chance of causing nuclear
retaliation than anyone guessed, and this in turn had a high chance of
escalating to full-scale nuclear war.

Twice, during the crisis, the US nearly launched an attack on Cuba. At
the height of the tensions, Kennedy had agreed that if a U-2 were shot
down, the US would immediately strike Cuba, with no need to reconvene
the war council. Then, on Saturday, a U-2 was indeed shot down. But
Kennedy changed his mind and called off the counter-attack. Instead, he
issued a secret ultimatum, informing the Soviets that if they did not commit
to removing the missiles within twenty-four hours, or if another plane was
shot down, the US would immediately launch air strikes and, almost surely,
a full invasion.



This too almost triggered an attack. For the Americans did not know the
extent to which Khrushchev was unable to control his forces in Cuba.
Indeed, the U-2 had been shot down by a Soviet general acting against
explicit orders from Khrushchev. And Khrushchev had even less control
over the Cuban forces, who had already hit a low-flying reconnaissance
plane with anti-aircraft fire and were eager to take one down. Knowing that
he could not stop his own side from downing another plane, thereby
triggering a US attack, Khrushchev raced to issue a statement ending the
crisis before morning reconnaissance flights resumed.

What would have happened if the US had attacked? American leaders
assumed that a purely conventional (non-nuclear) attack on Cuba could
only be met with a purely conventional response. It was out of the question,
they thought, that the Soviets would respond with nuclear attacks on the
mainland United States. But they were missing another crucial fact. The
missiles the US had discovered in Cuba were only a fraction of those the
Soviets had delivered. There were 158 nuclear warheads. And more than 90
of these were tactical nuclear weapons, there for the express purpose of
nuclear first use: to destroy a US invasion fleet before it could land.48

What’s more, Castro was eager to use them. Indeed, he directly asked
Khrushchev to fire the nuclear weapons if the Americans tried to invade,
even though he knew this would lead to the annihilation of his own country:
“What would have happened to Cuba? It would have been totally
destroyed.”49 And Khrushchev, in another unprecedented move, had
relinquished central control of the tactical nuclear weapons, delegating the
codes and decision to fire to the local Soviet commander. After hearing
Kennedy’s television address, Khrushchev issued new orders that the
weapons were not to be used without his explicit permission, but he came to
fear these would be disobeyed in the heat of conflict, as his order not to fire
on US spy planes had been.

So unbeknownst to the US military leadership, a conventional attack on
Cuba was likely to be met with a nuclear strike on American forces. And
such a strike was extremely likely to be met by a further nuclear response
from the US. This nuclear response was highly likely to go beyond Cuba,
and to precipitate a full-scale nuclear war with the Soviets. In his television
address on the Monday, Kennedy had explicitly promised that “It shall be
the policy of this Nation to regard any nuclear missile launched from Cuba



against any nation in the Western Hemisphere as an attack by the Soviet
Union on the United States, requiring a full retaliatory response upon the
Soviet Union.”50

It is extremely difficult to estimate the chance that the crisis would have
escalated to nuclear war.51 Shortly after, Kennedy told a close adviser that
he thought the probability of it ending in nuclear war with the USSR was
“somewhere between one out of three, and even.”52 And it has just been
revealed that the day after the crisis ended, Paul Nitze (an adviser to
Kennedy’s war council) estimated the chance at 10 percent, and thought
that everyone else in the council would have put it even higher.53 Moreover,
none of these people knew about the tactical nuclear weapons in Cuba,
Khrushchev’s lack of control of his troops or the events on submarine B-59.

While I’m reluctant to question those whose very decisions could have
started the war, my own view is that they were somewhat too pessimistic,
given what they knew at the time. However, when we include the
subsequent revelations about what was really happening in Cuba my
estimates would roughly match theirs. I’d put the chance of the crisis
escalating to a nuclear war with the Soviets at something between 10 and 50
percent.54

When writing about such close calls, there is a tendency to equate this
chance to that of the end of civilization or the end of humanity itself. But
that would be a large and needless exaggeration. For we need to combine
this chance of nuclear war with the chance that such a war would spell the
end of humanity or human civilization, which is far from certain. Yet even
making such allowances the Cuban Missile Crisis would remain one of the
pivotal moments in 200,000 years of human history: perhaps the closest we
have ever come to losing it all.

Even now, with the Cold War just a memory, nuclear weapons still pose
a threat to humanity. At the time of writing, the highest chance of a nuclear
conflict probably involves North Korea. But not all nuclear wars are equal.
North Korea has less than 1 percent as many warheads as Russia or the US,
and they are substantially smaller. A nuclear war with North Korea would
be a terrible disaster, but it currently poses little threat to humanity’s
longterm potential.55

Instead, most of the existential risk from nuclear weapons today
probably still comes from the enormous American and Russian arsenals.



The development of ICBMs (intercontinental ballistic missiles) allowed
each side to destroy most of the other’s missiles with just thirty minutes’
warning, so they each moved many missiles to “hair-trigger alert”—ready
to launch in just ten minutes.56 Such hair-trigger missiles are extremely
vulnerable to accidental launch, or to deliberate launch during a false alarm.
As we shall see in Chapter 4, there has been a chilling catalog of false
alarms continuing past the end of the Cold War. On a longer timescale there
is also the risk of other nations creating their own enormous stockpiles, of
innovations in military technologies undermining the logic of deterrence,
and of shifts in the geopolitical landscape igniting another arms race
between great powers.

Nuclear weapons are not the only threat to humanity. They have been our
focus so far because they were the first major risk and have already
threatened humanity. But there are others too.

The exponential rise in prosperity brought on by the Industrial
Revolution came on the back of a rapid rise in carbon emissions. A minor
side effect of industrialization has eventually grown to become a global
threat to health, the environment, international stability, and maybe even
humanity itself.

Nuclear weapons and climate change have striking similarities and
contrasts. They both threaten humanity through major shifts in the Earth’s
temperature, but in opposite directions. One burst in upon the scene as the
product of an unpredictable scientific breakthrough; the other is the
continuation of centuries-long scaling-up of old technologies. One poses a
small risk of sudden and precipitous catastrophe; the other is a gradual,
continuous process, with a delayed onset—where some level of catastrophe
is assured and the major uncertainty lies in just how bad it will be. One
involves a classified military technology controlled by a handful of
powerful actors; the other involves the aggregation of small effects from the
choices of everyone in the world.

As technology continues to advance, new threats appear on the horizon.
These threats promise to be more like nuclear weapons than like climate
change: resulting from sudden breakthroughs, precipitous catastrophes, and
the actions of a small number of actors. There are two emerging



technologies that especially concern me; they will be the focus of Chapter
5.

Ever since the Agricultural Revolution, we have induced genetic
changes in the plants and animals around us to suit our ends. But the
discovery of the genetic code and the creation of tools to read and write it
have led to an explosion in our ability to refashion life to new purposes.
Biotechnology will bring major improvements in medicine, agriculture and
industry. But it will also bring risks to civilization and to humanity itself:
both from accidents during legitimate research and from engineered
bioweapons.

We are also seeing rapid progress in the capabilities of artificial
intelligence (AI) systems, with the biggest improvements in the areas where
AI has traditionally been weakest, such as perception, learning and general
intelligence. Experts find it likely that this will be the century that AI
exceeds human ability not just in a narrow domain, but in general
intelligence—the ability to overcome a diverse range of obstacles to
achieve one’s goals. Humanity has risen to a position where we control the
rest of the world precisely because of our unparalleled mental abilities. If
we pass this mantle to our machines, it will be they who are in this unique
position. This should give us cause to wonder why it would be humanity
who will continue to call the shots. We need to learn how to align the goals
of increasingly intelligent and autonomous machines with human interests,
and we need to do so before those machines become more powerful than we
are.

These threats to humanity, and how we address them, define our time. The
advent of nuclear weapons posed a real risk of human extinction in the
twentieth century. With the continued acceleration of technology, and
without serious efforts to protect humanity, there is strong reason to believe
the risk will be higher this century, and increasing with each century that
technological progress continues. Because these anthropogenic risks
outstrip all natural risks combined, they set the clock on how long humanity
has left to pull back from the brink.

I am not claiming that extinction is the inevitable conclusion of
scientific progress, or even the most likely outcome. What I am claiming is



that there has been a robust trend toward increases in the power of humanity
which has reached a point where we pose a serious risk to our own
existence. How we react to this risk is up to us.

Nor am I arguing against technology. Technology has proved itself
immensely valuable in improving the human condition. And technology is
essential for humanity to achieve its longterm potential. Without it, we
would be doomed by the accumulated risk of natural disasters such as
asteroid impacts. Without it, we would never achieve the highest flourishing
of which we are capable.

The problem is not so much an excess of technology as a lack of
wisdom.57 Carl Sagan put this especially well:

Many of the dangers we face indeed arise from science and
technology—but, more fundamentally, because we have become
powerful without becoming commensurately wise. The world-
altering powers that technology has delivered into our hands now
require a degree of consideration and foresight that has never before
been asked of us.58

This idea has even been advocated by a sitting US president:

the very spark that marks us as a species—our thoughts, our
imagination, our language, our tool-making, our ability to set
ourselves apart from nature and bend it to our will—those very
things also give us the capacity for unmatched destruction…
Technological progress without an equivalent progress in human
institutions can doom us. The scientific revolution that led to the
splitting of an atom requires a moral revolution as well.59

We need to gain this wisdom; to have this moral revolution. Because we
cannot come back from extinction, we cannot wait until a threat strikes
before acting—we must be proactive. And because gaining wisdom or
starting a moral revolution takes time, we need to start now.

I think that we are likely to make it through this period. Not because the
challenges are small, but because we will rise to them. The very fact that



these risks stem from human action shows us that human action can address
them.60 Defeatism would be both unwarranted and counterproductive—a
self-fulfilling prophecy. Instead, we must address these challenges head-on
with clear and rigorous thinking, guided by a positive vision of the longterm
future we are trying to protect.

How big are these risks? One cannot expect precise numbers, as the
risks are complex (so not amenable to simple mathematical analysis) and
unprecedented (so cannot be approximated by a longterm frequency). Yet it
is important to at least try to give quantitative estimates. Qualitative
statements such as “a grave risk of human extinction” could be interpreted
as meaning anything from 1 percent all the way to 99 percent.61 They add
more confusion than clarity. So I will offer quantitative estimates, with the
proviso that they can’t be precise and are open to revision.

During the twentieth century, my best guess is that we faced around a
one in a hundred risk of human extinction or the unrecoverable collapse of
civilization. Given everything I know, I put the existential risk this century
at around one in six: Russian roulette.62 (See table 6.1 here for a breakdown
of the risks.) If we do not get our act together, if we continue to let our
growth in power outstrip that of wisdom, we should expect this risk to be
even higher next century, and each successive century.

These are the greatest risks we have faced.63 If I’m even roughly right
about their scale, then we cannot survive many centuries with risk like this.
It is an unsustainable level of risk.64 Thus, one way or another, this period
is unlikely to last more than a small number of centuries.65 Either humanity
takes control of its destiny and reduces the risk to a sustainable level, or we
destroy ourselves.

Consider human history as a grand journey through the wilderness.
There are wrong turns and times of hardship, but also times of sudden
progress and heady views. In the middle of the twentieth century we came
through a high mountain pass and found that the only route onward was a
narrow path along the cliff-side: a crumbling ledge on the brink of a
precipice. Looking down brings a deep sense of vertigo. If we fall,
everything is lost. We do not know just how likely we are to fall, but it is
the greatest risk to which we have ever been exposed.

This comparatively brief period is a unique challenge in the history of
our species. Our response to it will define our story. Historians of the future



will name this time, and schoolchildren will study it. But I think we need a
name now. I call it the Precipice.

The Precipice gives our time immense meaning. In the grand course of
history—if we make it that far—this is what our time will be remembered
for: for the highest levels of risk, and for humanity opening its eyes, coming
into its maturity and guaranteeing its long and flourishing future. This is the
meaning of our time.

I am not glorifying our generation, nor am I vilifying us. The point is
that our actions have uniquely high stakes. Whether we are great or terrible
will depend upon what we do with this opportunity. I hope we live to tell
our children and grandchildren that we did not stand by, but used this
chance to play the part that history gave us.

Safeguarding humanity through these dangers should be a central
priority of our time. I am not saying that this is the only issue in the world,
that people should drop everything else they hold dear to do this. But if you
can see a way that you could play a role—if you have the skills, or if you
are young and can shape your own path—then I think safeguarding
humanity through these times is among the most noble purposes you could
pursue.

THE PRECIPICE & ANTHROPOCENE
It has become increasingly clear that human activity is the dominant
force shaping the environment. Scientists are concluding that
humanity looms large not just in its own terms, but in the objective
terms of biology, geology and climatology. If there are geologists in
the distant future, they would identify the layer of rock corresponding
to our time as a fundamental change from the layers before it.

Our present-day geologists are thus considering making this
official—changing their classification of geological time to introduce a
new epoch called the Anthropocene. Proposed beginnings for this
epoch include the megafauna extinctions, the Agricultural Revolution,
the crossing of the Atlantic, the Industrial Revolution, or early nuclear
weapons tests.66

Is this the same as the Precipice? How do they differ?



• The Anthropocene is the time of profound human effects on the
environment, while the Precipice is the time where humanity is
at high risk of destroying itself.

• The Anthropocene is a geological epoch, which typically last
millions of years, while the Precipice is a time in human history
(akin to the Enlightenment or the Industrial Revolution), which
will likely end within a few centuries.

• They might both officially start with the first atomic test, but this
would be for very different reasons. For the Anthropocene, it
would be mainly for convenient dating, while for the Precipice it
is because of the risk nuclear weapons pose to our survival.



2

EXISTENTIAL RISK

The crucial role we fill, as moral beings, is as members of a cross-
generational community, a community of beings who look before and
after, who interpret the past in light of the present, who see the future
as growing out of the past, who see themselves as members of
enduring families, nations, cultures, traditions.

—Annette Baier1

We have seen how the long arc of human history has brought us to a
uniquely important time in our story—a period where our entire future
hangs in the balance. And we have seen a little of what might lie beyond, if
only we can overcome the risks.

It is now time to think more deeply about what is at stake; why
safeguarding humanity through this time is so important. To do so we first
need to clarify the idea of existential risk. What exactly is existential risk?
How does it relate to more familiar ideas of extinction or the collapse of
civilization?

We can then ask what it is about these risks that compels our urgent
concern. The chief reason, in my view, is that we would lose our entire
future: everything humanity could be and everything we could achieve. But
that is not all. The case that it is crucial to safeguard our future draws
support from a wide range of moral traditions and foundations. Existential
risks also threaten to destroy our present, and to betray our past. They test
civilization’s virtues, and threaten to remove what may be the most
complex and significant part of the universe.

If we take any of these reasons seriously, we have a lot of work to do to



protect our future. For existential risk is greatly neglected: by government,
by academia, by civil society. We will see why this has been the case, and
why there is good reason to suspect this will change.

UNDERSTANDING EXISTENTIAL RISK

Humanity’s future is ripe with possibility. We have achieved a rich
understanding of the world we inhabit and a level of health and prosperity
of which our ancestors could only dream. We have begun to explore the
other worlds in the heavens above us, and to create virtual worlds
completely beyond our ancestors’ comprehension. We know of almost no
limits to what we might ultimately achieve.

Human extinction would foreclose our future. It would destroy our
potential. It would eliminate all possibilities but one: a world bereft of
human flourishing. Extinction would bring about this failed world and lock
it in forever—there would be no coming back.

The philosopher Nick Bostrom showed that extinction is not the only
way this could happen: there are other catastrophic outcomes in which we
lose not just the present, but all our potential for the future.2

Consider a world in ruins: an immense catastrophe has triggered a global
collapse of civilization, reducing humanity to a pre-agricultural state.
During this catastrophe, the Earth’s environment was damaged so severely
that it has become impossible for the survivors to ever re-establish
civilization. Even if such a catastrophe did not cause our extinction, it
would have a similar effect on our future. The vast realm of futures
currently open to us would have collapsed to a narrow range of meager
options. We would have a failed world with no way back.

Or consider a world in chains: in a future reminiscent of George
Orwell’s Nineteen Eighty-Four, the entire world has become locked under
the rule of an oppressive totalitarian regime, determined to perpetuate itself.
Through powerful, technologically enabled indoctrination, surveillance and
enforcement, it has become impossible for even a handful of dissidents to
find each other, let alone stage an uprising. With everyone on Earth living
under such rule, the regime is stable from threats, internal and external. If
such a regime could be maintained indefinitely, then descent into this



totalitarian future would also have much in common with extinction: just a
narrow range of terrible futures remaining, and no way out.

FIGURE 2.1 A classification of existential catastrophes by the kind of outcome that

gets locked in.

Following Bostrom, I shall call these “existential catastrophes,” defining
them as follows:3

An existential catastrophe is the destruction of humanity’s longterm
potential.

An existential risk is a risk that threatens the destruction of
humanity’s longterm potential.

These definitions capture the idea that the outcome of an existential
catastrophe is both dismal and irrevocable. We will not just fail to fulfill our
potential, but this very potential itself will be permanently lost. While I
want to keep the official definitions succinct, there are several areas that
warrant clarification.

First, I am understanding humanity’s longterm potential in terms of the
set of all possible futures that remain open to us.4 This is an expansive idea
of possibility, including everything that humanity could eventually achieve,
even if we have yet to invent the means of achieving it.5 But it follows that
while our choices can lock things in, closing off possibilities, they can’t
open up new ones. So any reduction in humanity’s potential should be
understood as permanent. The challenge of our time is to preserve our vast
potential, and to protect it against the risk of future destruction. The
ultimate purpose is to allow our descendants to fulfill our potential,
realizing one of the best possible futures open to us.

While it may seem abstract at this scale, this is really a familiar idea that



we encounter every day. Consider a child with high longterm potential: with
futures open to her in which she leads a great life. It is important that her
potential is preserved: that her best futures aren’t cut off due to accident,
trauma or lack of education. It is important that her potential is protected:
that we build in safeguards to make such a loss of potential extremely
unlikely. And it is important that she ultimately fulfills her potential: that
she ends up taking one of the best paths open to her. So too for humanity.

Existential risks threaten the destruction of humanity’s potential. This
includes cases where this destruction is complete (such as extinction) and
where it is nearly complete, such as a permanent collapse of civilization in
which the possibility for some very minor types of flourishing remain, or
where there remains some remote chance of recovery.6 I leave the
thresholds vague, but it should be understood that in any existential
catastrophe the greater part of our potential is gone and very little remains.7

Second, my focus on humanity in the definitions is not supposed to
exclude considerations of the value of the environment, other animals,
successors to Homo sapiens, or creatures elsewhere in the cosmos. It is not
that I think only humans count. Instead, it is that humans are the only
beings we know of that are responsive to moral reasons and moral argument
—the beings who can examine the world and decide to do what is best. If
we fail, that upward force, that capacity to push toward what is best or what
is just, will vanish from the world.

Our potential is a matter of what humanity can achieve through the
combined actions of each and every human. The value of our actions will
stem in part from what we do to and for humans, but it will depend on the
effects of our actions on non-humans too. If we somehow give rise to new
kinds of moral agents in the future, the term “humanity” in my definition
should be taken to include them.

My focus on humanity prevents threats to a single country or culture
from counting as existential risks. There is a similar term that gets used this
way—when people say that something is “an existential threat to this
country.” Setting aside the fact that these claims are usually hyperbole, they
are expressing a similar idea: that something threatens to permanently
destroy the longterm potential of a country or culture.8 However, it is very
important to keep talk of an “existential risk” (without any explicit
restriction to a group) to apply only to threats against the whole of



humanity.
Third, any notion of risk must involve some kind of probability. What

kind is involved in existential risk? Understanding the probability in terms
of objective long-run frequencies won’t work, as the existential catastrophes
we are concerned with can only ever happen once, and will always be
unprecedented until the moment it is too late. We can’t say the probability
of an existential catastrophe is precisely zero just because it hasn’t
happened yet.

Situations like these require an evidential sense of probability, which
describes the appropriate degree of belief we should have on the basis of the
available information. This is the familiar type of probability used in
courtrooms, banks and betting shops. When I speak of the probability of an
existential catastrophe, I will mean the credence humanity should have that
it will occur, in light of our best evidence.9

There are many utterly terrible outcomes that do not count as existential
catastrophes.

One way this could happen is if there were no single precipitous event,
but a multitude of smaller failures. This is because I take on the usual sense
of catastrophe as a single, decisive event, rather than any combination of
events that is bad in sum. If we were to squander our future simply by
continually treating each other badly, or by never getting around to doing
anything great, this could be just as bad an outcome but wouldn’t have
come about via a catastrophe.

Alternatively, there might be a single catastrophe, but one that leaves
open some way for humanity to eventually recover. From our own vantage,
looking out to the next few generations, this may appear equally bleak. But
a thousand years hence it may be considered just one of several dark
episodes in the human story. A true existential catastrophe must by its very
nature be the decisive moment of human history—the point where we
failed.

Even catastrophes large enough to bring about the global collapse of
civilization may fall short of being existential catastrophes. While
colloquially referred to as “the end of the world,” a global collapse of
civilization need not be the end of the human story. It has the required



severity, but may not be permanent or irrevocable.
In this book, I shall use the term civilization collapse quite literally, to

refer to an outcome where humanity across the globe loses civilization (at
least temporarily), being reduced to a pre-agricultural way of life. The term
is often used loosely to refer merely to a massive breakdown of order, the
loss of modern technology, or an end to our culture. But I am talking about
a world without writing, cities, law, or any of the other trappings of
civilization.

This would be a very severe disaster and extremely hard to trigger. For
all the historical pressures on civilizations, never once has this happened—
not even on the scale of a continent.10 The fact that Europe survived losing
25 to 50 percent of its population in the Black Death, while keeping
civilization firmly intact, suggests that triggering the collapse of civilization
would require more than 50 percent fatality in every region of the world.11

Even if civilization did collapse, it is likely that it could be re-
established. As we have seen, civilization has already been independently
established at least seven times by isolated peoples.12 While one might
think resource depletion could make this harder, it is more likely that it has
become substantially easier. Most disasters short of human extinction would
leave our domesticated animals and plants, as well as copious material
resources in the ruins of our cities—it is much easier to re-forge iron from
old railings than to smelt it from ore. Even expendable resources such as
coal would be much easier to access, via abandoned reserves and mines,
than they ever were in the eighteenth century.13 Moreover, evidence that
civilization is possible, and the tools and knowledge to help rebuild, would
be scattered across the world.

There are, however, two close connections between the collapse of
civilization and existential risk. First, a collapse would count as an
existential catastrophe if it were unrecoverable. For example, it is
conceivable that some form of extreme climate change or engineered
plague might make the planet so inhospitable that humanity would be
irrevocably reduced to scattered foragers.14 And second, a global collapse
of civilization could increase the chance of extinction, by leaving us more
vulnerable to subsequent catastrophe.

One way a collapse could lead to extinction is if the population of the
largest remaining group fell below the minimum viable population—the



level needed for a population to survive. There is no precise figure for this,
as it is usually defined probabilistically and depends on many details of the
situation: where the population is, what technology they have access to, the
sort of catastrophe they have suffered. Estimates range from hundreds of
people up to tens of thousands.15 If a catastrophe directly reduces human
population to below these levels, it will be more useful to classify it as a
direct extinction event, rather than an unrecoverable collapse. And I expect
that this will be one of the more common pathways to extinction.

We rarely think seriously about risks to humanity’s entire potential. We
encounter them mostly in action films, where our emotional reactions are
dulled by their overuse as an easy way to heighten the drama.16 Or we see
them in online lists of “ten ways the world could end,” aimed primarily to
thrill and entertain. Since the end of the Cold War, we rarely encounter
sober discussions by our leading thinkers on what extinction would mean
for us, our cultures or humanity.17 And so in casual contexts people are
sometimes flippant about the prospect of human extinction.

But when a risk is made vivid and credible—when it is clear that billions
of lives and all future generations are actually on the line—the importance
of protecting humanity’s longterm potential is not, for most people,
controversial. If we learned that a large asteroid was heading toward Earth,
posing a greater than 10 percent chance of human extinction later this
century, there would be little debate about whether to make serious efforts
to build a deflection system, or to ignore the issue and run the risk. To the
contrary, responding to the threat would immediately become one of the
world’s top priorities. Thus our lack of concern about these threats is much
more to do with not yet believing that there are such threats, than it is about
seriously doubting the immensity of the stakes.

Yet it is important to spend a little while trying to understand more
clearly the different sources of this importance. Such an understanding can
buttress feeling and inspire action; it can bring to light new considerations;
and it can aid in decisions about how to set our priorities.

LOOKING TO THE PRESENT



Not all existential catastrophes involve human extinction, and not all
methods of extinction involve pain or untimely death. For example, it is
theoretically possible that we could all simply decide not to reproduce. This
could destroy our potential without, let us suppose, causing any suffering.
But the existential risks we actually face are not so peaceful. Rather, they
are obviously horrific by the most familiar moral standards.

If, over the coming century, humanity is destroyed in a nuclear winter, or
an engineered pandemic, or a catastrophic war involving some new
technology, then seven billion lives would be cut short—including, perhaps,
your own life, or the lives of those you love. Many would likely die in
agony—starving, or burning, or ravaged by disease.

The moral case for preventing such horror needs little elaboration.
Humanity has seen catastrophes before, on smaller scales: thousands, or
millions, of human lives destroyed. We know how tremendously important
it is to prevent such disasters. At such a scale, we lose our ability to fully
comprehend the magnitude of what is lost, but even then the numbers
provide a guide to the moral stakes.18 Other things being equal, millions of
deaths must be much worse than thousands of deaths; and billions, much
worse than millions. Even measured just in terms of lives cut short, human
extinction would easily be the worst event in our long history.

LOOKING TO OUR FUTURE

But an existential catastrophe is not just a catastrophe that destroys a
particularly large number of lives. It destroys our potential.

My mentor, Derek Parfit, asked us to imagine a devastating nuclear war
killing 99 percent of the world’s people.19 A war that would leave behind a
dark age lasting centuries, before the survivors could eventually rebuild
civilization to its former heights; humbled, scarred—but undefeated.

Now compare this with a war killing a full 100 percent of the world’s
people. This second war would be worse, of course, but how much worse?
Either war would be the worst catastrophe in history. Either would kill
billions. The second war would involve tens of millions of additional
deaths, and so would be worse for this reason. But there is another, far more
significant difference between the two wars. Both wars kill billions of



humans; but the second war kills humanity. Both wars destroy our present;
but the second war destroys our future.

It is this qualitative difference in what is lost with that last percent that
makes existential catastrophes unique, and that makes reducing the risk of
existential catastrophe uniquely important.20

In expectation, almost all humans who will ever live have yet to be born.
Absent catastrophe, most generations are future generations. As the writer
Jonathan Schell put it:

The procession of generations that extends onwards from our present
leads far, far beyond the line of our sight, and, compared with these
stretches of human time, which exceed the whole history of the earth
up to now, our brief civilized moment is almost infinitesimal. Yet we
threaten, in the name of our transient aims and fallible convictions, to
foreclose it all. If our species does destroy itself, it will be a death in
the cradle—a case of infant mortality.21

And because, in expectation, almost all of humanity’s life lies in the future,
almost everything of value lies in the future as well: almost all the
flourishing; almost all the beauty; our greatest achievements; our most just
societies; our most profound discoveries.22 We can continue our progress on
prosperity, health, justice, freedom and moral thought. We can create a
world of wellbeing and flourishing that challenges our capacity to imagine.
And if we protect that world from catastrophe, it could last millions of
centuries. This is our potential—what we could achieve if we pass the
Precipice and continue striving for a better world.

It is this view of the future—the immense value of humanity’s potential
—that most persuades me to focus my energies on reducing existential risk.
When I think of the millions of future generations yet to come, the
importance of protecting humanity’s future is clear to me. To risk
destroying this future, for the sake of some advantage limited only to the
present, seems to me profoundly parochial and dangerously short-sighted.
Such neglect privileges a tiny sliver of our story over the grand sweep of
the whole; it privileges a tiny minority of humans over the overwhelming
majority yet to be born; it privileges this particular century over the



millions, or maybe billions, yet to come.23

To see why this would be wrong, consider an analogy with distance. A
person does not matter less, the further away from you they are in space. It
matters just as much if my wife gets sick while she is away at a conference
in Kenya as if she gets sick while home with me in Oxford. And the welfare
of strangers in Kenya matters just as much as the welfare of strangers in
Oxford. Of course, we may have special duties to some individuals—to
family; to members of the same community—but it is never spatial
distance, in itself, that determines these differences in our obligations.
Recognizing that people matter equally, regardless of their geographic
location, is a crucial form of moral progress, and one that we could do
much more to integrate into our policies and our philanthropy.

People matter equally regardless of their temporal location too. Our lives
matter just as much as those lived thousands of years ago, or those a
thousand years hence.24 Just as it would be wrong to think that other people
matter less the further they are from you in space, so it is to think they
matter less the further away from you they are in time. The value of their
happiness, and the horror of their suffering, is undiminished.

Recognizing that people matter equally, wherever they are in time, is a
crucial next step in the ongoing story of humanity’s moral progress. Many
of us recognize this equality to some extent already. We know it is wrong to
make future generations worse off in order to secure lesser benefits for
ourselves. And if asked, we would agree that people now don’t objectively
matter more than people in the future. But we assume that this leaves most
of our priorities unaltered. For example, thinking that long-run effects of
our choices quickly disappear; that they are so uncertain that the good
cancels the bad; or that people in the future will be much better situated to
help themselves.25

But the possibility of preventable existential risks in our lifetimes shows
that there are issues where our actions can have sustained positive effects
over the whole longterm future, and where we are the only generation in a
position to produce those effects.26 So the view that people in the future
matter just as much as us has deep practical implications. We have a long
way to go if we are to understand these and integrate them fully into our
moral thinking.

Considerations like these suggest an ethic we might call longtermism,



which is especially concerned with the impacts of our actions upon the
longterm future.27 It takes seriously the fact that our own generation is but
one page in a much longer story, and that our most important role may be
how we shape—or fail to shape—that story. Working to safeguard
humanity’s potential is one avenue for such a lasting impact and there may
be others too.28

One doesn’t have to approach existential risk from this direction—there
is already a strong moral case just from the immediate effects—but a
longtermist ethic is nevertheless especially well suited to grappling with
existential risk. For longtermism is animated by a moral re-orientation
toward the vast future that existential risks threaten to foreclose.

Of course, there are complexities.
When economists evaluate future benefits, they use a method called

discounting, which dampens (“discounts”) benefits based on how far away
they are in time. If one took a commonly used discount rate of 5 percent per
year and applied it to our future, there would be strikingly little value left.
Applied naïvely, this discount rate would suggest our entire future is worth
only about twenty times as much as the coming year, and that the period
from 2100 to eternity is worth less than the coming year. Does this call into
question the idea that our future is extremely valuable?

No. Results like this arise only from an incorrect application of the
economic methods. When the subtleties of the problem are taken into
account and discounting is correctly applied, the future is accorded an
extremely high value. The mathematical details would take us too far afield,
but for now it suffices to note that discounting human wellbeing (as
opposed to instrumental goods such as money), purely on the basis of
distance away from us in time, is deeply implausible—especially over the
long time periods we are discussing. It implies, for example, that if you can
save one person from a headache in a million years’ time, or a billion
people from torture in two million years, you should save the one from a
headache.29 A full explanation of why economic discounting does not
trivialize the value of the longterm future can be found in Appendix A.

Some philosophers question the value of protecting our longterm future
for quite a different reason. They note that the timing of the benefits is not



the only unusual feature of this case. If we save humanity from extinction,
that will change the number of people who will ever live. This brings up
ethical issues that don’t arise when simply saving the lives of existing
people. Some of the more extreme approaches to this relatively new field of
“population ethics” imply that there is no reason to avoid extinction
stemming from considerations of future generations—it just doesn’t matter
whether these future people come into being or not.

A full treatment of these matters would take too long and be of interest
only to a few, so I reserve the detailed discussion for Appendix B. To
briefly summarize: I do not find these views very plausible, either. They
struggle to capture our reasons to care about whether we make future lives
worse by polluting the planet, or changing the climate, and to explain why
we have strong reasons to prevent terrible lives from existing in the future.
And all but the most implausible of these views agree with the immense
importance of saving future generations from other kinds of existential
catastrophe, such as the irrevocable collapse of civilization. Since most
things that threaten extinction threaten such a collapse too, there is not
much practical difference. That said, the issues are complex, and I
encourage interested readers to consult the appendix for details.

There is one other objection I want to touch on. When I was younger, I
sometimes took comfort in the idea that perhaps the outright destruction of
humanity would not be bad at all. There would be no people to suffer or
grieve. There would be no badness at those future times, so how could the
destruction be bad? And if the existence of humanity was somehow
essential to judgments of right and wrong, good and bad, then perhaps such
concepts would fail to apply at all in the stillness that followed.

But I now see that this is no better than the old argument by the
philosopher Epicurus that your death cannot be bad for you, since you are
not there to experience it. What this neglects is that if I step out into the
traffic and die, my life as a whole will be shorter and thereby worse: not by
having more that is bad, but by containing less of everything that makes life
good. That is why I shouldn’t do it. While Epicurus’s argument may
provide consolation in times of grief or fear, it is not fit to be a guide for
action, and no one treats it so. Imagine a government using it as the basis
for our policies on safety or healthcare—or for our laws on murder.

If a catastrophe this century were to cause our extinction, then



humanity’s life would be shorter and thereby worse.30 Given that we may
just be in our infancy, it would be much shorter; much worse. Even if there
were no one remaining to judge this as a tragedy, we can rightly judge it so
from here. Just as we can judge events in other places, so we can judge
events in other times.31 And if these judgments are correct now, they shall
remain correct when we are no more. I wouldn’t blame people who, in
humanity’s final hours, found consolation in such Epicurean arguments. But
the length and quality of humanity’s life is still ours to decide, and we must
own this responsibility.32

These are not the only possible objections. Yet we need not resolve
every philosophical issue about the value of the future in order to decide
whether humanity’s potential is worth protecting. For the idea that it would
be a matter of relative indifference whether humanity goes extinct, or
whether we flourish for billions of years, is, on its face, profoundly
implausible. In this sense, any theory that denies it should be subject to
significant skepticism.33

What’s more, the future is not the only moral lens through which to view
existential catastrophe. It is the one that grips me most, and that most
persuades me to devote my time and energy to this issue, but there are other
lenses, drawing on other moral traditions. So let us briefly explore how
concern about existential risk could also spring from considerations of our
past, our character and our cosmic significance. And thus how people with
many different understandings of morality could all end up at this common
conclusion.

LOOKING TO OUR PAST

We are not the first generation. Our cultures, institutions and norms; our
knowledge, technology and prosperity; these were gradually built up by our
ancestors, over the course of ten thousand generations. In the last chapter
we saw how humanity’s remarkable success has relied on our capacity for
intergenerational cooperation: inheriting from our parents, making some
small improvements of our own, and passing it all down to our children.
Without this cooperation we would have no houses or farms, we would
have no traditions of dance or song, no writing, no nations.34



This idea was beautifully expressed by the conservative political theorist
Edmund Burke. In 1790 he wrote of society:

It is a partnership in all science; a partnership in all art; a partnership
in every virtue, and in all perfection. As the ends of such a
partnership cannot be obtained except in many generations, it
becomes a partnership not only between those who are living, but
between those who are living, those who are dead, and those who are
to be born.35

This might give us reasons to safeguard humanity that are grounded in our
past—obligations to our grandparents, as well as our grandchildren.

Our ancestors set in motion great projects for humanity that are too big
for any single generation to achieve. Projects such as bringing an end to
war, forging a just world and understanding our universe. In the year 65 CE,
Seneca the Younger explicitly set out such a vast intergenerational project:

The time will come when diligent research over long periods will
bring to light things which now lie hidden. A single lifetime, even
though entirely devoted to the sky, would not be enough for the
investigation of so vast a subject… And so this knowledge will be
unfolded only through long successive ages. There will come a time
when our descendants will be amazed that we did not know things
that are so plain to them… Let us be satisfied with what we have
found out, and let our descendants also contribute something to the
truth… Many discoveries are reserved for ages still to come, when
memory of us will have been effaced.36

It is astounding to be spoken to so directly across such a gulf of time, and to
see this 2,000-year plan continue to unfold.37

A human, or an entire generation, cannot complete such grand projects.
But humanity can. We work together, each generation making a little
progress while building up the capacities, resources and institutions to
empower future generations to take the next step.

Indeed, when I think of the unbroken chain of generations leading to our



time and of everything they have built for us, I am humbled. I am
overwhelmed with gratitude; shocked by the enormity of the inheritance
and at the impossibility of returning even the smallest fraction of the favor.
Because a hundred billion of the people to whom I owe everything are gone
forever, and because what they created is so much larger than my life, than
my entire generation.

The same is true at the personal level. In the months after my daughter
was born, the magnitude of everything my parents did for me was fully
revealed. I was shocked. I told them; thanked them; apologized for the
impossibility of ever repaying them. And they smiled, telling me that this
wasn’t how it worked—that one doesn’t repay one’s parents. One passes it
on.

My parents aren’t philosophers. But their remarks suggest another way
in which the past could ground our duties to the future. Because the arrow
of time makes it so much easier to help people who come after you than
people who come before, the best way of understanding the partnership of
the generations may be asymmetrical, with duties all flowing forwards in
time—paying it forwards. On this view, our duties to future generations
may thus be grounded in the work our ancestors did for us when we were
future generations.38

So if we drop the baton, succumbing to an existential catastrophe, we
would fail our ancestors in a multitude of ways. We would fail to achieve
the dreams they hoped for; we would betray the trust they placed in us, their
heirs; and we would fail in any duty we had to pay forward the work they
did for us. To neglect existential risk might thus be to wrong not only the
people of the future, but the people of the past.

It would also be to risk the destruction of everything of value from the
past we might have reason to preserve.39 Some philosophers have suggested
that the right way to respond to some valuable things is not to promote
them, but to protect or preserve them; to cherish or revere them.40 We often
treat the value of cultural traditions in this way. We see indigenous
languages and ways of life under threat—perhaps to be lost forever to this
world—and we are filled with a desire to preserve them, and protect them
from future threats.

Someone who saw the value of humanity in this light may not be so
moved by the loss of what could have been. But they would still be



horrified by extinction: the ruin of every cathedral and temple, the erasure
of every poem in every tongue, the final and permanent destruction of every
cultural tradition the Earth has known. In the face of serious threats of
extinction, or of a permanent collapse of civilization, a tradition rooted in
preserving or cherishing the richness of humanity would also cry out for
action.41

Finally, we might have duties to the future arising from the flaws of the
past. For we might be able to make up for some of our past wrongs. If we
failed now, we could never fulfill any duties we might have to repair the
damage we have done to the Earth’s environment—cleaning up our
pollution and waste; restoring the climate to its pre-industrial state;
returning ecosystems to their vanished glory. Or consider that some of the
greatest injustices have been inflicted not by individuals upon individuals,
but by groups upon groups: systematic persecution, stolen lands, genocides.
We may have duties to properly acknowledge and memorialize these
wrongs; to confront the acts of our past. And there may yet be ways for the
beneficiaries of these acts to partly remedy them or atone for them.
Suffering an existential catastrophe would remove any last chance to do so.

CIVILIZATIONAL VIRTUES

If we play our cards right, humanity is at an early stage of life: still in our
adolescence; looking forward to a remarkable adulthood. Like an
adolescent, we are rapidly coming into our full power and are impatient to
flex our muscles, to try out every new capability the moment we acquire it.
We show little regard for our future. Sure, we sometimes talk about the
“long term,” but by this we usually mean the next decade or two. A long
time for a human; a moment for humanity.

Like the adolescent, humanity has no need to plan out the details of the
rest of its life. But it does need to make plans that bear in mind the duration
and broad shape of that future. Otherwise we cannot hope to know which
risks are worth taking, and which skills we need to develop to help us fulfill
our potential.

Like many adolescents, humanity is impatient and imprudent;
sometimes shockingly so. At times this stems from an inability to



appropriately weigh our short-term gains against our longterm interests.
More commonly, it is because we completely neglect our longterm future,
not even considering it in our decision-making. And like the adolescent, we
often stumble straight into risks without making any kind of conscious
decision at all.

This analogy provides us with another lens through which to assess our
behavior. Rather than looking at the morality of an individual human’s
actions as they bear on others, we can address the dispositions and character
of humanity as a whole and how these help or undercut its own chances of
flourishing. When we look at humanity itself as a group agent, comprising
all of us over all time, we can gain insight into the systematic strengths or
weaknesses in humanity’s ability to achieve flourishing. These are virtues
and vices at the largest scale—what we could call civilizational virtues and
vices. One could treat these as having a fundamental moral significance, or
simply as a useful way of diagnosing important weakness in our character
and suggesting remedies.

Not all virtues need make sense on this level, but many do. Our lack of
regard for risks to our entire future is a deficiency of prudence. When we
put the interests of our current generation far above those of the generations
to follow, we display our lack of patience.42 When we recognize the
importance of our future yet still fail to prioritize it, it is a failure of self-
discipline. When a backward step makes us give up on our future—or
assume it to be worthless—we show a lack of hope and perseverance, as
well as a lack of responsibility for our own actions.43

In his celebrated account of virtue, Aristotle suggested that our virtues
are governed and guided by a form of practical wisdom. This fits well with
the idea of civilizational virtues too. For as our power continues to grow,
our practical wisdom needs to grow with it.

COSMIC SIGNIFICANCE

Whether we are alone in the universe is one of the greatest remaining
mysteries of science.44 Eminent astronomers such as Martin Rees, Max
Tegmark and Carl Sagan have reasoned that if we are alone, our survival
and our actions might take on a cosmic significance.45 While we are



certainly smaller than the galaxies and stars, less spectacular than
supernovae or black holes, we may yet be one of the most rare and precious
parts of the cosmos.46 The nature of such significance would depend on the
ways in which we are unique.

If we are the only moral agents that will ever arise in our universe—the
only beings capable of making choices on the grounds of what is right and
wrong—then responsibility for the history of the universe is entirely on us.
This is the only chance ever to shape the universe toward what is right,
what is just, what is best for all. If we fail, then the potential not just of
humanity, but of all moral action, will have been irrevocably squandered.

THE PERSPECTIVE OF HUMANITY
Seeing our predicament from the perspective of humanity is a major
theme of this book. Ethics is most commonly addressed from the
individual perspective: what should I do? Occasionally, it is
considered from the perspective of a group or nation, or even (more
recently) from the global perspective of everyone alive today.
Understanding what the group should do can help its members see the
parts they need to play.

We shall sometimes take this a step further, exploring ethics from
the perspective of humanity.47 Not just our present generation, but
humanity over deep time: reflecting on what we achieved in the last
10,000 generations and what we may be able to achieve in the eons to
come.

This perspective allows us to see how our own time fits into the
greater story, and how much is at stake. It changes the way we see the
world and our role in it, shifting our attention from things that affect
the fleeting present, to those that could make fundamental alterations
to the shape of the longterm future. What matters most for humanity?
And what part in this plan should our generation play? What part
should I play?48

Of course, humanity is not an individual. But it is often useful for
us to think about groups as agents, gaining insights by talking about
the beliefs, desires and intentions of teams, companies or nations.



Consider how often we speak of a company’s strategy, a nation’s
interests, or even what a country is hoping to achieve with its latest
gambit. Such mental states are usually less coherent than those of
individuals, as there can be internal tensions between the individuals
that comprise the group. But individuals too have their own
ambivalence or inner inconsistency, and the idea of “group agents” has
proved essential to anyone trying to understand the business world or
international landscape.

Applying this perspective to humanity as a whole is increasingly
useful and important. Humanity was splintered into isolated peoples
for nearly the entire time since civilization began. Only recently have
we found each other across the seas and started forming a single global
civilization. Only recently have we discovered the length and shape of
our long history, or the true potential of our future. And only recently
have we faced significant threats that require global coordination.

We shouldn’t always take this perspective. Many moral challenges
operate at the personal level, or the level of smaller groups. And even
when it comes to the big-picture questions, it is sometimes more
important to focus on the ways in which humanity is divided: on our
differing power or responsibility. But just as we’ve seen the value of
occasionally adopting a global perspective, so too is it important to
sometimes step further back and take the perspective of humanity.

The idea of civilizational virtues is just one example of explicitly
adopting this perspective. In Chapter 7, we shall do so again,
considering grand strategy for humanity. And even when we are
looking at our own generation’s responsibilities or what we each
should do, this will be illuminated by the big picture of humanity
across the eons.

Alternatively, if we are the only beings capable of wondering about the
universe, then we might have additional reason to seek such understanding.
For it would only be through us that a part of the universe could come to
fully understand the laws that govern the whole.

And if Earth is the only place in the universe that will give rise to life,



then all life on Earth would have a key significance. Earth would be the
only place where there was so much complexity in each drop of water, the
only place where anything lived and died, the only place where anything
felt, or thought, or loved. And humanity would be the only form of life
capable of stewarding life itself, protecting it from natural catastrophes and,
eventually, taking it to flourish throughout the cosmos.

UNCERTAINTY

So we could understand the importance of existential risk in terms of our
present, our future, our past, our character or our cosmic significance. I am
most confident in the considerations grounded in the value of our present
and our future, but the availability of other lenses shows the robustness of
the case for concern: it doesn’t rely on any single school of moral thought,
but springs naturally from a great many. While each avenue may suggest a
different strength and nature of concern, together they provide a wide base
of support for the idea that avoiding existential catastrophe is of grave
moral importance.

I’m sure many readers are convinced by this point, but a few will still
harbor doubts. I have sympathy, because I too am not completely certain.
This uncertainty comes in two parts. The first is the everyday kind of
uncertainty: uncertainty about what will happen in the future. Might the
evidence for humanity’s vast potential be misleading? The second is moral
uncertainty: uncertainty about the nature of our ethical commitments.49

Might I be mistaken about the strength of our obligations to future
generations?

However, the case for making existential risk a global priority does not
require certainty, for the stakes aren’t balanced. If we make serious
investments to protect humanity when we had no real duty to do so, we
would err, wasting resources we could have spent on other noble causes.
But if we neglect our future when we had a real duty to protect it, we would
do something far worse—failing forever in what could well be our most
important duty. So long as we find the case for safeguarding our future
quite plausible, it would be extremely reckless to neglect it.50

Even if someone were so pessimistic about the future as to think it



negative in expectation—that the heights we might reach are more than
matched by the depths to which we might sink—there is still good reason to
protect our potential.51 For one thing, some existential catastrophes (such as
permanent global totalitarianism) would remain uncontroversially terrible
and thus worthy of our attention. But there is a deeper reason too. In this
case there would be immense value of information in finding out more
about whether our future will be positive or negative. By far the best
strategy would be to protect humanity until we have a much more informed
position on this crucial question.52

And it is not just regarding the value of the future that our descendants
will be better informed. At present we are still more generally
inexperienced. We have little practice at the complexities of managing a
global civilization, or a planet. Our view of the future is still clouded by
ignorance and distorted by bias. But our descendants, if all goes well, will
be far wiser than we are. They will have had time to understand much more
deeply the nature of our condition; they will draw strength and insight from
a more just, skillful and mature civilization; and their choices, in general,
will reflect a fuller understanding of what is at stake when they choose. We
in the present day, at what may be the very start of history, would therefore
do well to be humble, to leave our options open, and to ensure our
descendants have a chance to see more clearly, and choose more wisely,
than we can today.53

OUR NEGLECT OF EXISTENTIAL RISKS

The world is just waking up to the importance of existential risk. We have
begun work on evaluating and evading the most significant threats, but have
yet to scale this up in proportion to the significance of the problems. Seen in
the context of the overall distribution of global resources, existential risk is
sorely neglected.

Consider the possibility of engineered pandemics, which we shall soon
see to be one of the largest risks facing humanity. The international body
responsible for the continued prohibition of bioweapons (the Biological
Weapons Convention) has an annual budget of just $1.4 million—less than
the average McDonald’s restaurant.54 The entire spending on reducing



existential risks from advanced artificial intelligence is in the tens of
millions of dollars, compared with the billions spent on improving artificial
intelligence capabilities.55 While it is difficult to precisely measure global
spending on existential risk, we can state with confidence that humanity
spends more on ice cream every year than on ensuring that the technologies
we develop do not destroy us.56

In scientific research, the story is similar. While substantial research is
undertaken on the risk of smaller catastrophes, those that could destroy
humanity’s longterm potential are neglected. Since 1991 there have been
only two published climate models on the effects of a full-scale nuclear war
between the United States and Russia, even while hundreds of missiles
remain minutes away from a possible launch.57 There has been tremendous
work on understanding climate change, but the worst-case scenarios—such
as those involving more than six degrees of warming—have received
comparatively little study and are mostly ignored in official reports and
policy discussions.58

Given the reality and importance of existential risks, why don’t they
already receive the attention they need? Why are they systematically
neglected? Answers can be found in the economics, politics, psychology
and history of existential risk.

Economic theory tells us that existential risk will be undervalued by
markets, nations and even entire generations. While markets do a great job
of supplying many kinds of goods and services, there are some kinds that
they systematically undersupply. Consider clean air. When air quality is
improved, the benefit doesn’t go to a particular individual, but is shared by
everyone in the community. And when I benefit from cleaner air, that
doesn’t diminish the benefit you get from it. Things with these two
properties are called public goods and markets have trouble supplying
them.59 We typically resolve this at a local or national level by having
governments fund or regulate the provision of public goods.

Protection from existential risk is a public good: protection would
benefit us all and my protection doesn’t come at the expense of yours. So
we’d expect existential risk to be neglected by the market. But worse,
protection from existential risk is a global public good—one where the pool
of beneficiaries spans the globe. This means that even nation states will
neglect it.



I am writing this book in the United Kingdom. Its population of nearly
70 million ranks it as one of the more populous countries in the world, but it
contains less than 1 percent of all the people alive today. If it acts alone on
an existential risk, it bears the full cost of the policy, yet only reaps a
hundredth of the benefit. In other words, even if it had a well-informed
government acting in the longterm interests of its citizens, it would
undervalue work on existential risk by a factor of 100. Similarly, Russia
would undervalue it by a factor of 50, the United States by a factor of 20,
and even China would undervalue it by a factor of five. Since such a large
proportion of the benefits spill out to other countries, each nation is tempted
to free-ride on the efforts of others, and some of the work that would benefit
us all won’t get done.

The same effect that causes this undersupply of protection causes an
oversupply of risk. Since only 1 percent of the damages of existential
catastrophe are borne by the people of the United Kingdom, their
government is incentivized to neglect the downsides of risk-inducing
policies by this same factor of 100. (The situation is even worse if
individuals or small groups become able to pose existential risks.)

This means management of existential risk is best done at the global
level. But the absence of effective global institutions for doing so makes it
extremely difficult, slowing the world’s reaction time and increasing the
chance that hold-out countries derail the entire process.

And even if we could overcome these differences and bargain toward
effective treaties and policies on existential risk, we would face a final
problem. The beneficiaries are not merely global, but intergenerational—all
the people who would ever live. Protection from existential risk is an
intergenerational global public good. So even the entire population of the
globe acting in concert could be expected to undervalue existential risks by
a very large factor, leaving them greatly neglected.60

Additional reasons can be found in political science. The attention of
politicians and civil servants is frequently focused on the short term.61 Their
timescales for thought and action are increasingly set by the election cycle
and the news cycle. It is very difficult for them to turn their attention to
issues where action is required now to avert a problem that won’t strike for
several election cycles. They are unlikely to get punished for letting it slide
and many more urgent things are clamoring for attention.



One exception to this is when there is an active constituency pushing for
the early action: their goodwill acts as a kind of immediate benefit. Such
constituencies are most powerful when the benefits of the policy are
concentrated among a small fraction of society, as this makes it worth their
while to take political action. But in the case of existential risk, the benefits
of protection are diffused across all citizens, leaving no key constituency to
take ownership of the issue. This is a reason for neglect, albeit one that is
surmountable. When citizens are empathetic and altruistic, identifying with
the plight of others—as we have seen for the environment, animal rights
and the abolition of slavery—they can be enlivened with the passion and
determination needed to hold their leaders to account.

Another political reason concerns the sheer gravity of the issue. When I
have raised the topic of existential risk with senior politicians and civil
servants, I have encountered a common reaction: genuine deep concern
paired with a feeling that addressing the greatest risks facing humanity was
“above my pay grade,” We look to our governments to manage issues that
run beyond the scope of our individual lives, but this one runs beyond the
scope of nations too. For political (as well as economic) reasons it feels like
an issue for grand international action. But since the international
institutions are so weak, it is left hanging.

Behavioral psychology has identified two more reasons why we neglect
existential risk, rooted in the heuristics and biases we use as shortcuts for
making decisions in a complex world.62 The first of these is the availability
heuristic. This is a tendency for people to estimate the likelihood of events
based on their ability to recall examples. This stirs strong feelings about
avoiding repeats of recent tragedies (especially those that are vivid or
widely reported). But it means we often underweight events which are rare
enough that they haven’t occurred in our lifetimes, or which are without
precedent. Even when experts estimate a significant probability for an
unprecedented event, we have great difficulty believing it until we see it.

For many risks, the availability heuristic is a decent guide, allowing us
to build up methods for managing the risk through trial and error. But with
existential risks it fails completely. For by their very nature, we never have
any experience of existential catastrophe before it is too late. If only seeing
is believing, we will step blindly over the precipice.

Our need for vividness also governs our altruistic impulses. As a society,



we are good at acute compassion for those in peril—for the victims of a
disaster we can see in the news reports. We may not always act, but we
certainly feel it. We sit up, our hearts in our throats: fearing for their safety,
mourning for their loss. But what we require is a more expansive
compassion; a more imaginative compassion; one that acts over the long
term, recognizing the humanity of people in distant times as well as distant
places.

We also suffer from a bias known as scope neglect. This is a lack of
sensitivity to the scale of a benefit or harm. We have trouble caring ten
times more about something when it is ten times as important. And once the
stakes get to a certain point, our concern can saturate.63 For example, we
tend to treat nuclear war as an utter disaster, so we fail to distinguish
nuclear wars between nations with a handful of nuclear weapons (in which
millions would die) from a nuclear confrontation with thousands of nuclear
weapons (in which a thousand times as many people would die, and our
entire future may be destroyed). Since existential risk derives its key moral
importance from the size of what is at stake, scope neglect leads us to
seriously underweight its importance.

These reasons for the neglect of existential risk present a formidable
challenge to it ever receiving due concern. And yet I am hopeful. Because
there is a final reason: existential risk is very new. So there hasn’t yet been
time for us to incorporate it into our civic and moral traditions. But the
signs are good that this could change.

Humans must have contemplated the end of humanity from the earliest
times. When an isolated band or tribe died out during a time of extreme
hardship, the last survivors will have sometimes wondered whether they
were the last of their kind, or whether others like them lived on elsewhere.
But there appears to have been very little careful thought about the
possibility and importance of human extinction until very recently.64

It wasn’t until the mid-twentieth century, with the creation of nuclear
weapons, that human extinction moved from a remote possibility (or a
certainty remote in time) to an imminent danger. Just three days after the
devastation of Hiroshima, Bertrand Russell began writing his first essay on
the implications for the future of humanity.65 And not long after, many of
the scientists who created these weapons formed the Bulletin of the Atomic
Scientists to lead the conversation about how to prevent global



destruction.66 Albert Einstein soon became a leading voice and his final
public act was to sign a Manifesto with Russell arguing against nuclear war
on the explicit grounds that it could spell the end for humanity.67 Cold War
leaders, such as Eisenhower, Kennedy and Brezhnev, became aware of the
possibility of extinction and some of its implications.68

The early 1980s saw a new wave of thought, with Jonathan Schell, Carl
Sagan and Derek Parfit making great progress in understanding what is at
stake—all three realizing that the loss of uncounted future generations may
overshadow the immediate consequences.69 The discovery that atomic
weapons may trigger a nuclear winter influenced both Ronald Reagan and
Mikhail Gorbachev to reduce their country’s arms and avoid war.70

And the public reacted too. In 1982, New York’s Central Park saw a
million people come together to march against nuclear weapons. It was the
biggest protest in their nation’s history.71 Even in my birthplace of
Australia, which has no nuclear weapons, we joined the global protest—my
parents taking me with them on marches when I was just a small child they
were fighting to protect.

In this way, existential risk was a highly influential idea of the twentieth
century. But because there was one dominant risk, it all happened under the
banner of nuclear war, with philosophers discussing the profound new
issues raised by “nuclear ethics,” rather than by “existential risk.” And with
the end of the Cold War, this risk diminished and the conversation faded.
But this history shows that existential risk is capable of rousing major
global concern, from the elite to the grass roots.

Modern thinking on existential risk can be traced through John Leslie,
whose 1996 book The End of the World broadened the focus from nuclear
war to human extinction in general. After reading Leslie’s work, Nick
Bostrom took this a step further: identifying and analyzing the broader class
of existential risks that are the focus of this book.

Our moral and political traditions have been built over thousands of
years. Their focus is thus mostly on timeless issues that have been with us
throughout our history. It takes time to incorporate the new possibilities that
our age opens up, even when those possibilities are of immense moral
significance. Existential risk still seems new and strange, but I am hopeful
that it will soon find its way into our common moral traditions.
Environmentalism burst in upon the global political scene less than twenty



years before I was born, and yet I was raised in a milieu where it was one of
the main parts of our moral education; where the earlier disregard for the
environment had become unthinkable to my generation. This can happen
again.

One of my principal aims in writing this book is to end our neglect of
existential risk—to establish the pivotal importance of safeguarding
humanity, and to place this among the pantheon of causes to which the
world devotes substantial attention and resources. Exactly how substantial
remains an open question, but it clearly deserves far more focus than it has
received so far. I suggest we start by spending more on protecting our future
than we do on ice cream, and decide where to go from there.

We have now seen the broad sweep of human history, the size of humanity’s
potential, and why safeguarding our future is of the utmost importance. But
so far, you have mostly had to take my word that we do face real risks. So
let us turn our attention to these risks, examining the key scientific evidence
behind them and sorting out which ones are most worthy of our concern.
The next three chapters explore the natural risks we have faced throughout
our history; the dawn of anthropogenic risks in the twentieth century; and
the new risks we will face over the century to come.



PART TWO

THE RISKS



3

NATURAL RISKS

Who knows whether, when a comet shall approach this globe to
destroy it, as it often has been and will be destroyed, men will not
tear rocks from their foundations by means of steam, and hurl
mountains, as the giants are said to have done, against the flaming
mass?—and then we shall have traditions of Titans again, and of
wars with Heaven.

—Lord Byron1

For all our increasing power over nature, humanity is still vulnerable to
natural catastrophes. In this chapter, we consider not those from the
newspapers—or even the history books—but catastrophes of a scale
unprecedented during human civilization. We look at risks that threaten not
regional collapse, or endurable hardship, but the final undoing of the human
enterprise.

Such risks are real. But they have only been confirmed in recent decades
and the scientific understanding is still rapidly developing. We shall look in
depth at several of the major threats, seeing the most recent science on how
they threaten us and how much existential risk they pose.

ASTEROIDS & COMETS

An asteroid, ten kilometers across, speeds toward the Earth. The chance of a
direct collision is tiny—for millions of years it has swung through the Solar
System, missing the Earth on every single pass. But given such deep time
the chances compound, and this is the day.



It slams into the Earth’s surface off the coast of Mexico at more than
60,000 kilometers an hour. A trillion tons of rock moving so fast it strikes
with the energy of a hundred times its own weight in TNT. In just seconds,
it releases the energy of ten billion Hiroshima blasts: 10,000 times the entire
Cold War nuclear arsenal. It smashes a hole thirty kilometers deep into the
Earth’s crust—over sixty times the height of the Empire State Building;
three times taller than Everest. Everything within 1,000 kilometers is killed
by heat from the impact fireball. A tsunami devastates the Caribbean.
Trillions of tons of rock and dust are thrown far up into the sky. Some of
this superheated rock rains down over millions of square kilometers,
burning the animals to death and igniting fires that spread the devastation
still further. But much more deadly is the dust that stays aloft.2

A billowing cloud of dust and ash rises all the way to the upper
atmosphere, blocking out the Sun’s light. It is this that turns regional
catastrophe to mass extinction. Slowly, it spreads across the entire world,
engulfing it in darkness lasting years. With the darkness comes a severe
global cooling, for the Sun’s light is blocked by the dust and reflected off
the haze of sulfate aerosols released when the sea floor was vaporized. The
cold and the dark kills plants across the globe; animals starve or freeze; the
hundred-million-year reign of the dinosaurs ends; three-quarters of all
species on Earth are annihilated.3

Both asteroids and comets can cause such devastation. Asteroids are lumps
of rock or metal, found mostly between the orbits of Mars and Jupiter. They
range from about a thousand kilometers across down to just a few meters.4
Comets are lumps of mixed rock and ice, with a slightly narrower range of
sizes.5 Unlike asteroids, many comets are in extreme elliptical orbits,
spending most of their time amidst or beyond the outer planets, then
periodically diving in through the inner Solar System. When they come
close enough to the Sun, solar radiation strips off some of the comet’s ice
and dust, forming a shining tail. A fragment of an asteroid or comet that
enters our atmosphere, burning with the heat of atmospheric friction, is
called a meteor. A piece that survives, having fallen all the way to the
Earth’s surface, is known as a meteorite.

Our earliest ancestors must have seen comets blaze across the sky, but



could only guess at their true nature. The ancient Greeks conjectured that
they were atmospheric phenomena, like clouds or rainbows. Indian
astronomers in the sixth century correctly surmised that they were far
beyond the Earth—something that was not confirmed for 1,000 years, when
Tycho Brahe proved that the comet of 1577 was beyond the Moon, since
distant observers saw the comet at nearly the same position in the night sky,
at the same time.

Meteorites had also been known since time immemorial, but it was not
until the turn of the nineteenth century that scientists established their extra-
terrestrial origin.6 At the same time, astronomers began to detect asteroids
in orbit around the Sun. Then in 1960 the American geologist Eugene
Shoemaker definitively proved that some of the Earth’s craters were
produced not by geological activity, but by vast meteoric impacts, far
beyond any in recorded history. The pieces were finally in place to see that
Earth was vulnerable to catastrophic impacts from the heavens.

In 1980 a team of scientists led by father and son Luis and Walter
Alvarez discovered that the geological boundary between the Cretaceous
and Palaeogene periods was rich in iridium—an element that is extremely
rare on the Earth’s surface, but markedly more common in asteroids. It
dawned on them that this could be the smoking gun to explain the end-
Cretaceous mass extinction, the one that killed the dinosaurs. An asteroid
big enough to release so much iridium would be ten kilometers across, and
the darkness of the dust cloud that spread the iridium would be enough to
suppress photosynthesis and precipitate the mass extinction.7 The missing
piece was the lack of any known crater of the right size and age.

Ten years later it was found. Sixty-six million years of geological
activity had buried it under kilometers of newer rock, but gravitational
measurements revealed its dense granite impact ring—a giant circle
surrounding the small Mexican town of Chicxulub. Excavations confirmed
the crater’s age and provenance. Debate continued about whether it was
enough to cause the extinction, with more and more evidence aligning, and
a consensus gradually emerging. Especially important was the discovery of
nuclear winter in the early 1980s, which showed that a high dark cloud like
this could chill the Earth as well as darken it, and the growing evidence that
the impact had vaporized the sulfur-containing rock in the seabed, releasing
a vast amount of sulfate aerosols that would further darken and cool the



Earth.8
As it became increasingly clear that the Earth was vulnerable to major

asteroid and comet impacts, people began to take this threat seriously. First
in works of science fiction, then science.9 Alvarez’s hypothesis that an
asteroid caused the last great mass extinction inspired Shoemaker to
convene a seminal meeting in 1981, founding the scientific field of impact
hazards. The scientists developed an ambitious proposal for finding and
tracking asteroids. And in light of the growing public interest in the impact
threat, it began to acquire bipartisan support in the United States
Congress.10 In 1994 Congress issued NASA a directive: find and track 90
percent of all near-Earth Objects greater than one kilometer across.11

Most of the attention so far has been focused on asteroids, as they are
more common, easier to track and easier to deflect.12 Astronomers
categorize them in terms of their size.13 Those above ten kilometers across
(the size of the one that killed the dinosaurs) threaten mass extinction. It is
possible that humans would survive the cataclysm, but there is clearly a
serious risk of our extinction. Last time all land-based vertebrates weighing
more than five kilograms were killed.14 Asteroids between one and ten
kilometers across threaten global catastrophe and may also be large enough
to pose an existential risk, either via directly causing our extinction or via
an unrecoverable collapse of civilization. While an impact with an asteroid
in this smaller size range would be much less likely to cause an existential
catastrophe, this may be more than offset by their much higher probability
of impact.

So many near-Earth asteroids have now been discovered and tracked
that we have a good idea of the total number out there with orbits that come
near the Earth. This tells us that the probability of an Earth-impact in an
average century is about one in 6,000 for asteroids between one and ten
kilometers in size, and about one in 1.5 million for those above ten
kilometers.

But what about our century? By analyzing the exact trajectories of the
known asteroids, astronomers can determine whether there is any real
chance that they will hit the Earth within the next hundred years. At the
time of writing, 95 percent of asteroids bigger than one kilometer have been
found and none have an appreciable chance of collision with the Earth. So
almost all the remaining risk is from the 5 percent we haven’t yet tracked.15



We have even better news with asteroids greater than ten kilometers, as
astronomers are almost certain that they have found them all, and that they
pose no immediate danger.16 Taking this trajectory information into
account, the probability of an Earth-impact in the next hundred years falls
to about one in 120,000 for asteroids between one and ten kilometers, and
about one in 150 million for those above ten kilometers.17

These probabilities are immensely reassuring. While there is still real
risk, it has been studied in great detail and shown to be vanishingly low. It
is a famous risk, but a small one. If humanity were to go extinct in the next
century, it would almost certainly be from something other than an asteroid
or comet impact.

Asteroid Size: 1–10 km
Total: ∼ 920
Found: ∼ 95%
Average Century: 1 in 6,000
Next Century: 1 in 120,000

Asteroid Size: 10 km +
Total: ∼ 4
Found: > 99%*

Average Century: 1 in 1.5 million
Next Century: < 1 in 150 million

* Astronomers are confident that they have found all asteroids greater than 10 km across in at least
99% of the sky.

TABLE 3.1 Progress in tracking near-Earth asteroids of two different size
categories. The final two columns show the long-run average probability of
an impact per century and the probability of an impact in the next hundred
years (which all comes from the undiscovered asteroids).18

While uncertainties remain, the overall story here is one of humanity
having its act together. It was just 12 years from the first scientific
realization of the risk of global catastrophe to the point where government
started taking it seriously. And now, 28 years later, almost all the large
asteroids have been tracked. There is international cooperation, with a



United Nations–sanctioned organization and an international alliance of
spaceguard programs.19 The work is well managed and NASA funding has
increased more than tenfold between 2010 and 2016.20 In my view, no other
existential risk is as well handled as that of asteroids and comets.

What are the next steps? Astronomers have succeeded so well in
tracking asteroids that it may be time to switch some of their attention to
comets.21 While it is very hard to be sure, my best guess is that they pose
about the same level of risk as that remaining from untracked asteroids.22

With more work, it might be possible for astronomers to bring short-period
comets into the risk framework they use for asteroids and to improve the
detection and understanding of long-period comets.

And with such a good understanding of the chance of asteroid impacts,
much of the remaining uncertainty about their existential risk lies in the
chance that an impact would then spell the end of humanity—especially if
the asteroid was in the one-to ten-kilometer range. So it would be valuable
to develop models of the length and severity of impact winters, drawing on
the latest climate and nuclear winter modeling.

DEFLECTING IMPACTS
What could we do if we actually found an asteroid on a collision
course with Earth? Detection would have little value without some
means of mitigation. In the worst case, we could prepare to weather
the storm: using the warning time to stockpile food, build shelters and
plan the best strategies for survival. But it would be vastly preferable
to avoid the collision altogether.

Strategies for asteroid deflection can be based around destroying
the asteroid, or changing its course. There are many technologies that
might be able to perform either of these tasks, including nuclear
explosions, kinetic impacts and ion beams.23 We could use several
methods simultaneously to decrease the chance of failure.

Deflection becomes much easier the further in advance the impact
is detected. This is both because it provides more time to develop and
deploy the deflecting system, and because it makes it easier to
gradually change the asteroid’s course. Unfortunately, it is not clear



whether we would realistically have the capability to successfully
deflect asteroids more than a few kilometers across—those that
concern us most.24

There is active debate about whether more should be done to
develop deflection methods ahead of time.25 A key problem is that
methods for deflecting asteroids away from Earth also make it
possible to deflect asteroids toward Earth. This could occur by
accident (e.g., while capturing asteroids for mining), or intentionally
(e.g., in a war, or in a deliberate attempt to end civilization). Such a
self-inflicted asteroid impact is extremely unlikely, yet may still be the
bigger risk.26 After all, the entire probability of collision from one-
kilometer or greater asteroids currently stands at one in 120,000 this
century—we would require extreme confidence to say that the
additional risk due to human interference was smaller than that.

Asteroid deflection therefore provides an interesting case study in
weighing probabilities based on long-run frequencies, against
evidential probabilities that are assigned to wholly unprecedented
events. Quite understandably, we often prefer to rely on the long-run
frequency estimates in our decision-making. But here the evidential
probability is plausibly much larger and so cannot be ignored. A
willingness to think seriously about imprecise probabilities of
unprecedented events is crucial to grappling with risks to humanity’s
future.

SUPERVOLCANIC ERUPTIONS

Humanity may face a greater threat from within the Earth than from
without. The very largest volcanic eruptions—explosions that release more
than 1,000 cubic kilometers of rock—have become known as supervolcanic
eruptions.27 Unlike more typical volcanoes, which have the shape of a cone
towering above the Earth’s surface, volcanoes on this scale tend to release
so much magma that they collapse, leaving a vast crater-like depression
known as a caldera.28 One of the best known is the Yellowstone caldera,
which last erupted 630,000 years ago.29



Supervolcanic eruptions are devastating events, far beyond anything in
recorded history. Everything within 100 kilometers of the blast is buried in
falling rock, incandescent with heat. Thick ash rains down over the entire
continent. When the Indonesian volcano, Toba, erupted 74,000 years ago, it
covered India in a blanket of ash a meter thick and traces were found as far
away as Africa. But as with asteroids and comets, the truly existential threat
comes from the darkened sky.

The dark volcanic dust and reflective sulfate aerosols unleashed by the
Toba eruption caused a “volcanic winter,” which is thought to have lowered
global temperatures by several degrees for several years.30 Even the much
smaller eruption of Indonesia’s Mount Tambora in 1815 (less than a
hundredth the size) caused a global cooling of 1°C, with places as far away
as the United States suffering crop failure and June snows in what became
known as the “year without a summer.”31

Experts on supervolcanic eruptions do not typically suggest that there is
a direct threat of human extinction. While there was some early evidence
that the Toba eruption may have nearly destroyed humanity 74,000 years
ago, newer evidence has made this look increasingly unlikely.32 Since Toba
was the largest known eruption in the last 2 million years and we now have
thousands of times the population spread over a much greater part of the
Earth, we should assume extinction to be a very unlikely consequence.33

The effects may be roughly comparable to those of the one-to ten-kilometer
asteroids, with major global crop failures lasting for years on end. Since the
world only has about six months of food reserves, there is a possibility that
billions of people could starve and that civilization could suffer a global
collapse. I think that even if civilization did collapse, it would be very likely
to recover. But if it could not, that would constitute an existential
catastrophe.
While geologists have identified the remnants of dozens of supereruptions,
their frequency remains very uncertain. A recent review gave a central
estimate of one per 20,000 years, with substantial uncertainty. For Toba-
sized eruptions, the same analysis gives a central estimate of one in 80,000
years, but with even more uncertainty.34

What about for the next hundred years? When astronomers tracked more
and more asteroids, they were able to determine that the next century would
be safer than average. Unfortunately, volcanoes are much less predictable



than asteroids. Despite knowing the locations of most of the volcanoes that
have had supervolcanic eruptions in the past, it is extremely difficult to
predict whether they are likely to erupt soon, and we should expect very
little warning if they do.

There is very little known about how to prevent or delay an impending
supereruption. NASA recently conducted a very preliminary investigation
of the possibility of slowly draining heat from the Yellowstone caldera, but
investigations like these are in their earliest stages, and any sort of
interference with an active volcano—especially one with a history of
supereruptions—would obviously require enormous caution.35 For now, our
best approach to the threat of supereruptions lies in preparing to mitigate
the damage, through building up non-perishable food reserves or
developing emergency food production techniques.

Magnitude: 8–9
Average Century: ∼ 1 in 200
Next Century: ∼ 1 in 200

Magnitude: 9+ (e.g., Toba)
Average Century: ∼ 1 in 800
Next Century: ∼ 1 in 800

TABLE 3.2 The probability per century of a supervolcanic eruption. Note
that there are good reasons to think that even the largest eruptions would be
very unlikely to lead to extinction or unrecoverable collapse. The
probability estimates are extremely rough, with the confidence interval for
magnitude 8–9 eruptions ranging from 1 in 50 to 1 in 500 per century, and
the confidence interval for magnitude 9+ ranging from 1 in 600 all the way
to 1 in 60,000.

Compared to asteroids and comets, we are at an earlier stage of
understanding and managing the risk. This risk may also be fundamentally
harder to manage, due to the greater difficulties of prediction and
prevention. And most importantly, the probability of a civilization-
threatening catastrophe in the next century is estimated to be about 100
times that of asteroids and comets combined. So supervolcanic eruptions
appear to be the greater risk, and in greater need of additional attention.



FLOODS OF LAVA
In the Earth’s history, there have been volcanic events of even greater
scale. About 250 million years ago, the Siberian Traps erupted. More
than a million cubic kilometers of molten rock was released, pouring
out of the Earth and covering an area the size of Europe in lava.
Scientists have suggested that volcanic gases released during this time
may have caused the end-Permian extinction—the biggest mass
extinction in the Earth’s history.36

This kind of eruption is known as a flood basalt event, after the
type of rock released. They differ from the supervolcanic eruptions
discussed here in two key ways.

They take place much more slowly, in a series of eruptions going
on for thousands to millions of years. And most importantly, they are
about a thousand times less frequent than explosive supereruptions,
occurring once every twenty to thirty million years. While it seems
very plausible that they could pose a direct threat of human extinction,
it could at most be a one in 200,000 chance per century—higher than
that posed by ten-kilometer asteroids, but much lower than some other
risks we shall consider.

There are many promising next steps. At the most basic level, we need
to find all the places where supervolcanic eruptions have occurred so far.
We also need to improve our very rough estimates of how often
supervolcanic eruptions happen—especially at the largest and most
threatening scale. Much more research is needed on the climatic effects of
supervolcanic eruptions to see which sizes might pose a real risk to
humanity.37 And I suspect there are many hard-won lessons in risk
modeling and management that could be borrowed from the more
established community around asteroid risk.

STELLAR EXPLOSIONS

In every star there is a continual battle between two forces. Gravity



squeezes the star together, while pressure forces it apart. For most of a star’s
life, these forces are in balance, preventing it from collapsing to a point or
dissipating into space.38 But some stars reach a time where the pressure
catastrophically fails to withstand the force of gravity and they collapse in
upon themselves at relativistic speed.39 They momentarily reach an
incredibly high density, triggering a new wave of immense pressure that
explodes the star in what is known as a supernova. For a brief time, this
single star can outshine its entire galaxy. In seconds, it releases as much
energy as our Sun will radiate over its ten-billion-year lifetime.

Supernovae were first recorded by ancient Chinese astronomers in 185
CE, when a bright new star suddenly blazed in their sky. But it wasn’t until
the 1930s that scientists began to understand them and the 1950s that they
realized a nearby supernova would pose a threat to the Earth.40

Then in 1969 scientists discovered a new and distinctive type of stellar
explosion. In the midst of the Cold War, the US launched a number of spy
satellites, in order to detect secret nuclear tests via their characteristic flash
of gamma rays. The satellites began to detect short bursts of gamma rays,
but with a completely different signature from nuclear weapons.
Astronomers determined that they couldn’t be coming from the Earth—or
even the Milky Way—but must be arriving from extremely distant galaxies,
billions of light years away.41 The mystery of what could cause such
“gamma ray bursts” is still being resolved. The leading theory is that longer
bursts are produced in a rare type of supernova and shorter ones are
produced when two neutron stars collide. The total energy released in each
burst is similar to that of a supernova, but concentrated in two narrow cones
pointed in opposite directions, allowing them to be detected at immense
distances.42 For example, in March 2008 light from a gamma ray burst in a
galaxy 10 billion light years away reached Earth, and it was still bright
enough to be visible to the naked eye.43

A supernova or gamma ray burst close to our Solar System could have
catastrophic effects. While the gamma rays and cosmic rays themselves
won’t reach the Earth’s surface, the reactions they trigger in our atmosphere
may pose a threat. The most important is probably the production of
nitrogen oxides that would alter the Earth’s climate and dramatically erode
the ozone layer. This last effect is thought to be the most deadly, leaving us
much more exposed to UV radiation for a period of years.44



Astronomers have estimated the chance of these events happening close
enough to Earth to cause a global catastrophe, generally defining this as a
global ozone depletion of 30 percent or more. (I suspect this would be less
of a threat to civilization than the corresponding thresholds for asteroids,
comets and supervolcanic eruptions.) In an average century, the chance of
such an event is about one in 5 million for supernovae and one in 2.5
million for gamma ray bursts. As with asteroids, we can get a more accurate
estimate for the next 100 years, by searching the skies for imminent threats.
This is harder for gamma ray bursts as they are more poorly understood and
can strike from much further away. We have not found any likely
candidates of either type, but have not yet completely ruled them out either,
leading to a modest reduction in risk for the next century compared to
average.45

Type: Supernovae
Average Century: ∼ 1 in 5 million
Next Century: < 1 in 50 million

Type: Gamma Ray Bursts
Average Century: ∼ 1 in 2.5 million
Next Century: < 1 in 2.5 million

TABLE 3.3 The probability per century of a stellar explosion causing a
catastrophe on Earth that depletes ozone by more than 30%.46

These probabilities are very small—they look to be at least 20 times
smaller than those of similarly sized catastrophes from asteroids and comets
and at least 3,000 times smaller than those from supervolcanic eruptions.
Still, we would want to remove some of the remaining uncertainties around
these numbers before we could set this risk aside. We need more research to
determine the threshold above which stellar explosions could lead to
extinction. And we should start cataloging potential supernova candidates
within 100 light years, determining how confident we can be that none will
explode in the next century. More broadly, we should improve our models
of these risks and their remaining uncertainties, trying to bring our level of
understanding into line with asteroids and comets.47



OTHER NATURAL RISKS

There is no shortage of potential catastrophes. Even restricting our attention
to natural risks with significant scientific support, there are many more than
I can address in detail. But none of them keep me awake at night.

Some threats pose real risks in the long run, but no risk over the next
thousand years. Foremost among these is the eventual brightening of our
Sun, which will pose a very high risk of extinction, but only starting in
around a billion years.48 A return to a glacial period (an “ice age”) would
cause significant difficulties for humanity, but is effectively ruled out over
the next thousand years.49 Evolutionary scenarios such as humanity
degrading or transforming into a new species also pose no threat over the
next thousand years.

Some threats are known to be vanishingly unlikely. For example, the
passage of a star through our Solar System could disrupt planetary orbits,
causing the Earth to freeze or boil or even crash into another planet. But this
has only a one in 100,000 chance over the next 2 billion years.50 This could
also happen due to chaotic instabilities in orbital dynamics, but again this is
exceptionally unlikely. Some physical theories suggest that the vacuum of
space itself may be unstable, and could “collapse” to form a true vacuum.
This would spread out at the speed of light, destroying all life in its wake.
However, the chance of this happening cannot be higher than one in 10
million per century and is generally thought to be much lower.51

Some threats are not existential—they offer no plausible pathway to our
extinction or permanent collapse. This is true for the threat of many local or
regional catastrophes such as hurricanes or tsunamis. It is also true for some
threats that are global in scale. For example, the Earth’s entire magnetic
field can shift dramatically, and sometimes reverses its direction entirely.
These shifts leave us more exposed to cosmic rays during the time it takes
to reorient.52 However, this happens often enough that we can tell it isn’t an
extinction risk (it has happened about 20 times in the 5 million years since
humans and chimpanzees diverged). And since the only well-studied effect
appears to be somewhat increased cancer rates, it is not a risk of civilization
collapse either.53

Finally, some threats are natural in origin, but have effects that are
greatly exacerbated by human activity. They thus fall somewhere between



natural and anthropogenic. This includes “naturally arising” pandemics. For
reasons that will soon become clear, I don’t count these among the natural
risks, and shall instead address them in Chapter 5.

THE TOTAL NATURAL RISK

It is striking how recently many of these risks were discovered. Magnetic
field reversal was discovered in 1906. Proof that Earth had been hit by a
large asteroid or comet first emerged in 1960. And we had no idea gamma
ray bursts even existed until 1969. For almost our entire history we have
been subject to risks to which we were completely oblivious.

And there is no reason to think that the flurry of discovery has finished
—that we are the first generation to have discovered all the natural risks we
face. Indeed, it would surely be premature to conclude that we have
discovered all of the possible mechanisms of natural extinction while major
mass-extinction events remain unexplained.

The likely incompleteness of our knowledge is a major problem for any
attempt to understand the scale of natural risk by cataloging known threats.
Even if we studied all the natural threats listed in this chapter so completely
that we understood their every detail, we could not be sure that we were
capturing even a small part of the true risk landscape.

Luckily, there is a way out—a way of directly estimating the total
natural risk. We achieve this not by considering the details of asteroid
craters or collapsing stars, but by studying the remains of the species they
threatened. The fossil record is our richest source of information about how
long species like us survived, and so about the total extinction risk they
faced.54 We will explore three ways of using the fossil record to place upper
bounds on the natural extinction risk we face, all of which yield comforting
results.55 However, as this method only applies directly to extinction risk,
some uncertainty around unrecoverable collapse will remain.56

How high could natural extinction risk be? Imagine if it were as high as 1
percent per century. How long would humanity survive? Just 100 centuries,
on average. But we know from the fossil record that Homo sapiens has
actually lived for about 2,000 centuries.57 At 1 percent risk per century, it



would be nearly impossible to last that long: there would be a 99.9999998
percent chance of going extinct before that. So we can safely rule out a total
risk of 1 percent or greater. Just how much risk could there realistically
have been? We can use the longevity of Homo sapiens to form both a best-
guess estimate and an upper bound for this risk.

It is surprisingly difficult to form a single best guess of the risk. We
might be tempted to say one in 2,000, but that would be the best guess if we
had seen 2,000 centuries of humanity with one extinction. In fact we have
seen zero extinctions, so our best guess of the risk should be lower. But it
can’t be zero in 2,000 either, since this would mean that extinction is
impossible, and that we could be justifiably certain it isn’t going to
happen.58 There is an interesting ongoing debate among statisticians about
what probability to assign in such cases.59 But all suggested methods
produce numbers between zero in 2,000 and one in 2,000 (i.e., 0 to 0.05
percent). So we can treat this range as a rough estimate.

We can also use our survival so far to make an upper bound for the total
natural extinction risk. For example, if the risk were above 0.34 percent per
century there would have been a 99.9 percent chance of going extinct
before now.60 We thus say that risk above 0.34 percent per century is ruled
out at the 99.9 percent confidence level—a conclusion that is highly
significant by the usual scientific standards (equivalent to a p-value of
0.001).61 So our 2,000 centuries of Homo sapiens suggests a “best-guess”
risk estimate between 0 percent and 0.05 percent, with an upper bound of
0.34 percent.

But what if Homo sapiens is not the relevant category? We are interested
in the survival of humanity, and we may well see this as something broader
than our species. For instance, Neanderthals were very similar to Homo
sapiens and while the extent of interbreeding between the two is still
debated, it is possible that they are best considered as a subspecies. They
walked upright, made advanced tools, had complex social groupings,
looked similar to Homo sapiens, and may even have used language. If we
include them in our understanding of humanity, then we could extend our
lifespan to when Neanderthals and Homo sapiens last had a common
ancestor, around 500,000 years ago.62 Another natural approach would be
to use not our species, but our genus, Homo. It has been in existence for
more than 2 million years. If used with the methods above, these dates



would imply lower probabilities of extinction per century.

Category: Homo sapiens
Years: 200,000
Best Guess: 0–0.05%
99.9% Confidence Bound: < 0.34%

Category: Neanderthal split
Years: 500,000
Best Guess: 0–0.02%
99.9% Confidence Bound: < 0.14%

Category: Homo
Years: 2,000,000– 3,000,000
Best Guess: 0–0.003%
99.9% Confidence Bound: < 0.023%

TABLE 3.4 Estimates and bounds of total natural extinction risk per century
based on how long humanity has survived so far, using three different
conceptions of humanity.

A second technique for estimating the total natural extinction risk from
the fossil record is to look not at humanity itself, but at species like us. This
greatly expands the available evidence. And because it includes examples
of species actually going extinct, it eliminates the issues with zero-failure
data. The downsides are that the other species may be less representative of
the risks humanity faces and that there is room for potential bias in the
choice of species to study.

A simple version of this technique is to look at the most similar species.
Our genus, Homo, contains four other species with reasonable estimates of
longevity.63 They have survived between 200,000 and 1,700,000 years. If
we bear a relevantly similar risk of extinction from natural catastrophes to
any of these, we are looking at per century risk in the range of 0.006 to 0.05
percent.64

Alternatively we could cast a much wider net, achieving more statistical
robustness at the expense of similarity to ourselves. The typical longevity of



mammalian species has been estimated at around 1 million years, while
species in the entire fossil record average 1 to 10 million years. These
suggest a risk in the range of 0.001 to 0.01 percent per century—or lower if
we think we are more robust than a typical species (see Table 3.5).
Note that all these estimates of species lifespans include other causes of
extinction in addition to catastrophes, for example being slowly
outcompeted by a new species that branches off from one’s own. So they
will somewhat overestimate the risk of catastrophic extinction.65

SURVIVORSHIP BIAS
There is a special difficulty that comes with investigating the
likelihood of an event which would have prevented that very
investigation. No matter how likely it was, we cannot help but find
that the event didn’t occur. This comes up when we look at the
extinction history of Homo sapiens, and it has the potential to bias our
estimates.66

Imagine if there were a hundred planets just like our own. Whether
humanity quickly went extinct on ninety-nine of them, or on zero of
them, humans investigating their own planet would always find that
human extinction hadn’t happened—otherwise they wouldn’t be
around to investigate. So they couldn’t use the mere fact that they
survived to estimate the fraction of planets where humans survive.
This makes us realize that we too can’t deduce much about our future
survival just from the fact that we have survived so far.

However, we can make use of the length of time we have survived
(as we do in this chapter), since there is more than one value that could
be observed and we are less likely to see long lifespans in worlds with
high risk. But a full accounting for this form of survivorship bias may
still modify these risk estimates.67

Fortunately, estimating risk by analyzing the survival of other
species is more robust to these effects and, reassuringly, it provides
similar answers.



Species: Homo neanderthalensis
Years: 200,000
Best Guess: 0.05%

Species: Homo heidelbergensis
Years: 400,000
Best Guess: 0.025%

Species: Homo habilis
Years: 600,000
Best Guess: 0.02%

Species: Homo erectus
Years: 1,700,000
Best Guess: 0.006%

Species: Mammals
Years: 1,000,000
Best Guess: 0.01%

Species: All species
Years: 1,000,000–10,000,000
Best Guess: 0.01–0.001%

TABLE 3.5 Estimates of total natural extinction risk per century based on the
survival time of related species.

A final technique for estimating the total natural extinction risk is to
consider that we are so populous, so widely spread across the globe, so
competent at living in highly diverse environments, and so capable of
defending ourselves that we might be able to resist all natural catastrophes
short of those that cause mass extinctions. If so, we could look at the mass
extinction record to determine the frequency of such events.

The detailed fossil record starts 540 million years ago with the
“Cambrian explosion”: a rapid diversification of complex life into most of
the major categories we see today. Since then there have been a number of
mass extinctions—catastrophic times when a great variety of species from



across the globe went extinct. Foremost among these are the “Big Five,”
which each caused the extinction of at least 75 percent of all species (see
Table 3.6). The catastrophe that ended the reign of the dinosaurs was the
most recent of these.
If these are representative of the level of natural catastrophe needed to
cause our extinction, then we have had five events in 540 million years: a
natural extinction rate of about one in a million (0.0001 percent) per
century.

All three of these techniques based on the fossil record are at their best
when applied to threats that would pose a similar extinction risk to modern
humans as they did to the creatures from whose death or survival we seek to
gain evidence, such as early humans, other species throughout history, and
the victims of mass extinctions. Clearly this is not always the case. For
many natural risks, we have become more robust. For example, our global
presence allows us to survive mere regional disasters, and we possess
unprecedented capacities to respond to global disasters as well. This means
that the true risk is likely to be below these estimates, and that even the
“best-guess” estimates should be thought of as conservative bounds on the
total natural risk.

Mass Extinction: Late Ordovician
Date: 443 Ma
Species Lost: 86%

Mass Extinction: Late Devonian
Date: 359 Ma
Species Lost: 75%

Mass Extinction: End-Permian
Date: 252 Ma
Species Lost: 96%

Mass Extinction: End-Triassic
Date: 201 Ma
Species Lost: 80%



Mass Extinction: End-Cretaceous
Date: 66 Ma
Species Lost: 76%

TABLE 3.6 The proportion of species that went extinct in each of the Big
Five extinction events (Ma = millions of years ago).68

The bigger issue is risks that are substantially greater for humans now
than they were for early humans or related species. This includes all the
anthropogenic risks (which is precisely why this section has only targeted
natural risks). It may also include some risks that are often considered
natural.69

Chief among these is the risk of pandemics. While we don’t typically
think of an outbreak of disease as anthropogenic, the social and
technological changes since the Agricultural Revolution have dramatically
increased its likelihood and impact. Farming has increased the chance of
infections from animals; improved transportation has made it easier to
spread to many subpopulations in a short time; and increased trade has seen
us utilize this transportation very frequently.

While there are also many factors that mitigate these effects (such as
modern medicine, quarantine and disease surveillance), there remains a
very plausible case that the pandemic risk to humans in the coming
centuries is significantly larger than in early humans or other species used
to construct the bounds on natural risks. For these reasons, it is best not to
count pandemics as a natural risk, and we shall address them later.

We have explored three different ways of using the fossil record to estimate
or bound the total natural extinction risk for humanity. While we shouldn’t
put too much weight on any one of these estimates, we can trust the broad
range of results. The best-guess estimates ranged from 0.0001 to 0.05
percent per century. And even the most conservative of the upper bounds
was less than 0.4 percent. Moreover, we know that these numbers are likely
to be overestimates because they cover non-catastrophic extinction, such as
the gradual evolution into a new species, and because modern humanity is
more resilient than earlier humans or other species. This means we can be
very confident that the total natural extinction risk is lower than 0.5 percent,



with our best guess somewhere below 0.05 percent.
When we consider the entire future that is at stake, even an individual

natural risk such as that posed by asteroids is extremely important.
However, we will soon see that the natural risks are dwarfed by those of our
own creation. By my estimate, we face about a thousand times more
anthropogenic risk over the next century than natural risk, so it is the
anthropogenic risks that will be our main focus.



4

ANTHROPOGENIC RISKS

The human race’s prospects of survival were considerably better
when we were defenceless against tigers than they are today, when
we have become defenceless against ourselves.

—Arnold Toynbee1

The 2,000-century track record of human existence allows us to tightly
bound the existential risk from natural events. These risks are real, though
very unlikely to strike over the next hundred years.

But there is no such track record for the powerful industrial technologies
that are also thought to pose existential risks. The 260 years we have
survived since the Industrial Revolution, or the seventy-five years since the
invention of nuclear weapons, are compatible with risks as high as 50
percent or as low as 0 percent over the coming hundred years. So what
evidence do we have regarding these technological risks?

In this chapter, we’ll explore the science behind the current
anthropogenic risks arising from nuclear weapons, climate change and other
environmental degradation. (Risks from future technologies, including
engineered pandemics, will be covered in the following chapter.) Our focus
will be on the worst-case scenarios—in particular, whether there is a solid
scientific case that they could cause human extinction or the unrecoverable
collapse of civilization.

NUCLEAR WEAPONS

When we think of the existential risk posed by nuclear weapons, our first



thoughts are of the destruction wrought by a full-scale nuclear war. But long
before the Cold War, before even Hiroshima and Nagasaki, scientists
worried that a single nuclear explosion might spell the destruction of
humanity.

In the summer of 1942, the American physicist Robert Oppenheimer
held a series of secret meetings in his office at the University of California
in Berkeley, bringing together many of his field’s leading thinkers. They
were attempting to design the first atomic bomb. This was based on the
recent discovery of nuclear fission: splitting a large atomic nucleus such as
uranium into smaller fragments and releasing its nuclear energy.

On the second day, Edward Teller—who would go on to develop the
hydrogen bomb ten years later—gave his first presentation on the idea of
such a bomb. He noted that an atomic explosion would create a temperature
exceeding that of the center of the Sun (15,000,000°C). It is this scorching
temperature that allows the Sun to burn: it forces hydrogen nuclei together,
producing helium and extreme quantities of energy. This is known as fusion
(or a thermonuclear reaction), and is even more efficient than fission.2 If an
atomic bomb could be surrounded with a fuel such as hydrogen, its fission
reaction might be able to trigger such a fusion reaction.

While attempting to design such a bomb, Teller had noticed that if it
were possible for an atomic bomb to ignite such a fusion reaction in its fuel,
it might also be possible for it to ignite a fusion reaction in the world
around. It might be able to ignite the hydrogen in water, setting off a self-
sustaining reaction that burned off the Earth’s oceans. Or a reaction might
be possible in the nitrogen that makes up seven-tenths of our air, igniting
the atmosphere and engulfing the Earth in flame. If so, it would destroy not
just humanity, but perhaps all complex life on Earth.

When he told the assembled scientists, a heated discussion broke out.
Hans Bethe, the brilliant physicist who just four years earlier had
discovered how fusion powers the stars, was extremely skeptical and
immediately attempted to refute Teller’s assumptions. But Oppenheimer,
who would lead the development of the bomb, was deeply concerned.
While the others continued their calculations, he raced off across the
country to personally inform his superior, Arthur Compton, that their
project may pose a threat to humanity itself. In his memoir, Compton
recalled the meeting:



Was there really any chance that an atomic bomb would trigger the
explosion of the nitrogen in the atmosphere or of the hydrogen in the
ocean? This would be the ultimate catastrophe. Better to accept the
slavery of the Nazis than to run a chance of drawing the final curtain
on mankind!

Oppenheimer’s team must go ahead with their calculations. Unless
they came up with a firm and reliable conclusion that our atomic
bombs could not explode the air or the sea, these bombs must never
be made.3

(After the war, it would be revealed that their counterparts in Germany had
also discovered this threat and the possibility had been escalated all the way
up to Hitler—who went on to make dark jokes about the possibility.4

Oppenheimer returned to Berkeley, finding that Bethe had already
discovered major weaknesses in Teller’s calculations.5 While they couldn’t
prove it was safe to all the physicists’ satisfaction, they eventually decided
to move on to other topics. Later, Oppenheimer commissioned a secret
scientific report into the possibility of igniting the atmosphere.6 It supported
Bethe’s conclusions that this didn’t seem possible, but could not prove its
impossibility nor put a probability on it.7 Despite the report concluding that
“the complexity of the argument and the absence of satisfactory
experimental foundation makes further work on the subject highly
desirable,” it was taken by the leadership at Los Alamos to be the final
word on the matter.

But concerns lingered among the physicists all the way through to the
day of the Trinity test, when the first atomic bomb would be detonated.8
Enrico Fermi, the Nobel prize–winning physicist who was also present at
the Berkeley meeting, remained concerned that deficiencies in their
approximations or assumptions might have masked a true danger. He and
Teller kept rechecking the analysis, right up until the day of the test.9 James
Conant, President of Harvard University, took the possibility seriously
enough that when the flash at detonation was so much longer and brighter
than he expected, he was overcome with dread: “My instantaneous reaction
was that something had gone wrong and that the thermal nuclear
transformation of the atmosphere, once discussed as a possibility and



jokingly referred to a few minutes earlier, had actually occurred.”10

The atmosphere did not ignite. Not then, nor in any nuclear test since.
Physicists with a greater understanding of nuclear fusion and with
computers to aid their calculations have confirmed that it is indeed
impossible.11 And yet, there had been a kind of risk. The bomb’s designers
didn’t know whether or not igniting the atmosphere was physically
possible, so at that stage it was still epistemically possible. While it turned
out that there was no objective risk, there was a serious subjective risk that
their bomb might destroy humanity.

This was a new kind of dilemma for modern science. Suddenly, we were
unleashing so much energy that we were creating temperatures
unprecedented in Earth’s entire history. Our destructive potential had grown
so high that for the first time the question of whether we might destroy all
of humanity needed to be asked—and answered. So I date the beginning of
the Precipice (our age of heightened risk) to 11:29 a.m. (UTC) on July 16,
1945: the precise moment of the Trinity test.

Did humanity pass its own test? Did we successfully manage this first
existential risk of our own making? Perhaps. I am genuinely impressed by
Oppenheimer’s urgency and Compton’s stirring words. But I’m not
convinced that the process they initiated was sufficient.

Bethe’s calculations and the secret report were good, and were
scrutinized by some of the world’s best physicists. But the wartime secrecy
meant that the report was never subject to the external peer review of a
disinterested party, in the way that we consider essential for ensuring good
science.12

And while some of the best minds in the world were devoted to the
physics problems involved, the same cannot be said for the wider problems
of how to handle the risk, who to inform, what level of risk would be
acceptable and so forth.13 It is not clear whether even a single elected
representative was told about the potential risk.14 The scientists and military
appear to have assumed full responsibility for an act that threatened all life
on Earth. Was this a responsibility that was theirs to assume?

Given the weak conclusions of the report, the inability to get external
review, and the continuing concerns of eminent scientists, there was a
strong case for simply delaying, or abandoning, the test. Back at the time of
the Berkeley meeting, many of the scientists were deeply afraid that Hitler



might get there first and hold the world to nuclear ransom. But by the time
of the Trinity test, Hitler was dead and Europe liberated. Japan was in
retreat and there was no concern about losing the war. The risk was taken
for the same reasons that the bombs would be dropped in Japan a month
later: to shorten the war, to avoid loss of life in an invasion, to achieve more
favorable surrender terms, and to warn the Soviet Union about America’s
new-found might. These are not strong reasons for unilaterally risking the
future of humanity.

Just how much risk did they take? It is difficult to be precise, without
knowing how they were weighing the evidence available to them at the
time.15 Given that they got the answer right, hindsight tempts us to consider
that result inevitable. But the Berkeley meeting provided something of a
natural experiment, for during that summer they tackled two major
questions on thermonuclear ignition. After they moved on from the question
of atmospheric ignition, they began to calculate what kind of fuel would
allow a thermonuclear explosion. They settled on a fuel based on an isotope
of lithium: lithium-6.16 But natural lithium contained too little of this
isotope for the explosion to work, so they concluded that the mostly inert
lithium-7 would need to be removed at great expense.

In 1954 the United States tested exactly such a bomb, code-named
Castle Bravo. Due to time constraints, they had only enriched the lithium-6
concentration up to 40 percent, so most was still lithium-7. When the bomb
exploded, it released far more energy than anticipated. Instead of six
megatons they got 15—a thousand times the energy of the Hiroshima bomb,
and the biggest explosion America would ever produce.17 It was also one of
the world’s largest radiological disasters, irradiating a Japanese fishing boat
and several populated islands downwind.18 It turned out that the Berkeley
group (and subsequent Los Alamos physicists) were wrong about lithium-7.
At the unprecedented temperatures in the explosion, it reacted in an
unexpected way, making just as great a contribution as lithium-6.19

Of the two major thermonuclear calculations made that summer in
Berkeley, they got one right and one wrong. It would be a mistake to
conclude from this that the subjective risk of igniting the atmosphere was as
high as 50 percent.20 But it was certainly not a level of reliability on which
to risk our future.



Fifteen days after dropping the atomic bombs on Japan, America began
planning for nuclear war with the Soviets.21 They drew up maps of the
Soviet Union with vast circles showing the range of their bombers to
determine which cities they could already destroy and which would require
new air bases or technological improvements. So began the planning for
large-scale nuclear war, which has continued through the last 75 years.

This period was marked by numerous changes to the strategic landscape
of nuclear war. Most of these stemmed from technological changes such as
the Soviets’ rapid development of their own nuclear weapons; the creation
of thermonuclear weapons vastly more powerful than the bombs used
against Japan; intercontinental ballistic missiles (ICBMs) that could hit
cities in the enemy heartland with just half an hour of warning; submarine-
launched missiles that could not be taken out in a first strike, allowing
guaranteed nuclear retaliation; and a massive increase in the total number of
nuclear warheads.22 Then there were major political changes such as the
formation of NATO and the eventual fall of the Soviet Union. The Cold
War thus saw a haphazard progression from one strategic situation to
another, some favoring first strikes, some favoring retaliation, some high
risk, some low.

While we made it through this period without nuclear war breaking out,
there were many moments where we came much closer than was known at
the time (see the box “Close Calls”). Most of these were due to human or
technical error in the rapid-response systems for detecting an incoming
nuclear strike and retaliating within the very short time-window allowed.
These were more frequent during times of heightened military tension, but
continued beyond the end of the Cold War. The systems were designed to
minimize false negatives (failures to respond), but produced a lot of false
alerts. This holds lessons not just for nuclear risk, but for risk from other
complex technologies too—even when the stakes are known to be the end
of one’s entire nation (or worse), it is extremely hard to iron out all the
human and technical problems.
If a full-scale nuclear war did break out, what would happen? In particular,
would it really threaten extinction or the permanent collapse of civilization?

While one often hears the claim that we have enough nuclear weapons
to destroy the world many times over, this is loose talk. It appears to be
based on a naïve scaling-up of the Hiroshima fatalities in line with the



world’s growing nuclear arsenal, then comparing this to the world’s
population.23 But the truth is much more complex and uncertain.

Nuclear war has both local and global effects. The local effects include
the explosions themselves and the resulting fires. These would devastate the
detonation sites and would kill tens or even hundreds of millions of
people.24 But these direct effects could not cause extinction since they
would be limited to large cities, towns and military targets within the
belligerent countries. The threat to humanity itself comes instead from the
global effects.

CLOSE CALLS
The last seventy years have seen many close calls, where the hair-
trigger alert of US and Soviet nuclear forces brought us far too close to
the brink of accidental nuclear war.25 Here are three of the closest.26

(See Appendix C for a further close call and a list of nuclear weapons
accidents.)

Training Tape Incident: November 9, 1979

At 3 a.m. a large number of incoming missiles—a full-scale Soviet
first strike—appeared on the screens at four US command centers. The
US had only minutes to determine a response before the bulk of their
own missiles would be destroyed. Senior commanders initiated a
threat assessment conference, placing their ICBMs on high alert,
preparing nuclear bombers for take-off, and scrambling fighter planes
to intercept incoming bombers. But when they checked the raw data
from the early-warning systems, there were no signs of any missiles,
and they realized it was a false alarm. The screens had been showing a
realistic simulation of a Soviet attack from a military exercise that had
mistakenly been sent to the live computer system. When Soviet
Premier Brezhnev found out, he asked President Carter “What kind of
mechanism is it which allows a possibility of such incidents?”27

Autumn Equinox Incident: September 26, 1983



Shortly after midnight, in a period of heightened tensions, the screens
at the command bunker for the Soviet satellite-based early-warning
system showed five ICBMs launching from the United States.28 The
duty officer, Stanislav Petrov, had instructions to report any detected
launch to his superiors, who had a policy of immediate nuclear
retaliatory strike. For five tense minutes he considered the case, then
despite his remaining uncertainty, reported it to his commanders as a
false alarm. He reasoned that a US first strike with just the five
missiles shown was too unlikely and noted that the missiles’ vapor
trails could not be identified. The false alarm turned out to be caused
by sunlight glinting off clouds, which looked to the Soviet satellite
system like the flashes of launching rockets.

It is often said that Petrov “saved the world” that night. This is an
something of exaggeration, as there may well have been several more
steps at which nuclear retaliation could have been called off (indeed
the two other incidents described here got further through the launch-
on-warning process). But it was undeniably a close call: for if the
satellite malfunction had reported the glinting sunlight as a hundred
missiles instead of five, that may have been enough to trigger a
nuclear response.29

Norwegian Rocket Incident: January 25, 1995

Even after the Cold War, the US and Russian missile systems have
remained on hair-trigger alert. In 1995, Russian radar detected the
launch of a single nuclear missile aimed at Russia, perhaps with the
intention of blinding Russian radar with an electromagnetic pulse to
hide a larger follow-up strike. The warning was quickly escalated all
the way up the chain of command, leading President Yeltsin to open
the Russian nuclear briefcase and consider whether to authorize
nuclear retaliation.

But satellite systems showed no missiles and the radar soon
determined that the apparent missile would land outside Russia. The
alert ended; Yeltsin closed the briefcase. The false alarm had been
caused by the launch of a Norwegian scientific rocket to study the
northern lights. Russia had been notified, but word hadn’t reached the



radar operators.30

The first of these to be known was fallout—radioactive dust from the
explosions flying up into the air, spreading out over vast areas, then falling
back down. In theory, nuclear weapons could create enough fallout to cause
a deadly level of radiation over the entire surface of the Earth. But we now
know this would require ten times as many weapons as we currently
possess.31 Even a deliberate attempt to destroy humanity by maximizing
fallout (the hypothetical cobalt bomb) may be beyond our current
abilities.32

It wasn’t until the early 1980s—almost forty years into the atomic era—
that we discovered what is now believed to be the most serious
consequence of nuclear war. Firestorms in burning cities could create great
columns of smoke, lofting black soot all the way into the stratosphere. At
that height it cannot be rained out, so a dark shroud of soot would spread
around the world. This would block sunlight: chilling, darkening and drying
the world. The world’s major crops would fail, and billions could face
starvation in a nuclear winter.

Nuclear winter was highly controversial at first, since there were many
uncertainties remaining, and concerns that conclusions were being put
forward before the science was ready. As the assumptions and models were
improved over the years, the exact nature of the threat changed, but the
basic mechanism stood the test of time.33

Our current best understanding comes from the work of Alan Robock
and colleagues.34 While early work on nuclear winter was limited by
primitive climate models, modern computers and interest in climate change
have led to much more sophisticated techniques. Robock applied an ocean-
atmosphere general circulation model and found an amount of cooling
similar to early estimates, lasting about five times longer. This suggested a
more severe effect, since this cooling may be enough to stop almost all
agriculture, and it is much harder to survive five years on stockpiled food.

Most of the harm to agriculture would come from the cold, rather than
the darkness or drought. The main mechanism is to greatly reduce the
length of the growing season (the number of days in a row without frost). In



most places this reduced growing season would be too short for most crops
to reach maturity. Robock predicts that a full-scale nuclear war would cause
the Earth’s average surface temperature to drop by about 7°C for about five
years (then slowly return to normal over about ten more years). For
comparison, this is about as cool as the Earth’s last glacial period (an “ice
age”).35 As with climate change, this global average can be deceptive since
some areas would cool much more than others. Summer temperatures
would drop by more than 20°C over much of North America and Asia, and
would stay continually below freezing for several years in the mid-latitudes,
where most of our food is produced. But the coasts and the tropics would
suffer substantially less.

If nuclear winter lowered temperatures this much, billions of people
would be at risk of starvation.36 It would be an unprecedented catastrophe.
Would it also be an existential catastrophe? We don’t know. While we
would lose almost all of our regular food production, there would be some
food production. We could plant less efficient crops that are more cold-
tolerant or have shorter growing seasons, increase farming in the tropics,
increase fishing, build greenhouses, and try desperate measures such as
farming algae.37 We would have desperation on our side: a willingness to
put all our wealth, our labor, our ingenuity into surviving. But we may also
face a breakdown in law and order at all scales, continuing hostilities, and a
loss of infrastructure including transport, fuel, fertilizer and electricity.

For all that, nuclear winter appears unlikely to lead to our extinction. No
current researchers on nuclear winter are on record saying that it would and
many have explicitly said that it is unlikely.38 Existential catastrophe via a
global unrecoverable collapse of civilization also seems unlikely, especially
if we consider somewhere like New Zealand (or the southeast of Australia)
which is unlikely to be directly targeted and will avoid the worst effects of
nuclear winter by being coastal. It is hard to see why they wouldn’t make it
through with most of their technology (and institutions) intact.39

There are significant remaining uncertainties at all stages of our
understanding of nuclear winter:

1. How many cities are hit with bombs?
2. How much smoke does this produce?
3. How much of the soot is lofted into the stratosphere?40



4. What are the effects of this on temperature, light, precipitation?
5. What is the resulting reduction in crop yields?
6. How long does the effect last?
7. How many people are killed by such a famine?

Some of these may be reduced through future research, while others may be
impossible to resolve.

Skeptics of the nuclear winter scenario often point to these remaining
uncertainties, as they show that our current scientific understanding is
compatible with a milder nuclear winter. But uncertainty cuts both ways.
The effect of nuclear winter could also be more severe than the central
estimates. We don’t have a principled reason for thinking that the
uncertainty here makes things better.41 Since I am inclined to believe that
the central nuclear winter scenario is not an existential catastrophe, the
uncertainty actually makes things worse by leaving this possibility open. If
a nuclear war were to cause an existential catastrophe, this would
presumably be because the nuclear winter effect was substantially worse
than expected, or because of other—as yet unknown—effects produced by
such an unprecedented assault on the Earth.

It would therefore be very valuable to have additional research on the
uncertainties surrounding nuclear winter, to see if there is any plausible
combination that could lead to a much deeper or longer winter, and to have
fresh research on other avenues by which full-scale nuclear war might pose
an existential risk.

The chance of full-scale nuclear war has changed greatly over time. For our
purposes we can divide it into three periods: the Cold War, the present, and
the future. With the end of the Cold War, the risk of a deliberately initiated
nuclear war dropped considerably. However, since many missiles are still
kept on hair-trigger alert (allowing them to be launched within minutes),
there may remain considerable risk of nuclear war starting by accident.43

The size of the nuclear arsenals has also gone down. The number of
warheads declined from a peak of 70,000 in 1986 to about 14,000 today,
and the explosive energy of each warhead has decreased too.44 The annual
risk of existential catastrophe from nuclear war should therefore be



somewhat lower now than during the Cold War.

FIGURE 4.1 The number of active stockpiled nuclear warheads over time. There

have been substantial reductions, but the total number (especially in the US and
Russia) is still high. The combined explosive energy of these weapons has also

declined, and is about 2,500 megatons today.42

But this decrease in arsenals, and in tensions between superpowers, may
reduce the risk of catastrophe less than one might think. Robock and
colleagues have also modeled a limited nuclear exchange between India and
Pakistan, with arsenals a fraction of the size of the US and Russia, and find
a significant nuclear winter effect.45

And we must not be complacent. Recent years have witnessed the
emergence of new geopolitical tensions that may again raise the risks of
deliberate war—between the old superpowers or new ones. We have
witnessed the collapse of key arms-control mechanisms between the US
and Russia. And there are worrying signs that these tensions may restart the
arms race, increasing the number and size of weapons toward the old levels
or beyond.46 We may see new advances that destabilize the strategic
situation, such as the ability to locate nuclear submarines and thereby
remove their ability to ensure a reliable nuclear counter-strike, a
cornerstone of current deterrence. And the advent of military uses of AI will
play a role in altering, and possibly disrupting, the strategic balance.47

Since a return to a nuclear cold war is not too unlikely, and would
increase the annual risk by a large factor, most of the risk posed by nuclear
weapons in the coming decades may come from this possibility of new
escalations. And thus work to reduce the risk of nuclear war may be best



aimed toward that eventuality.

CLIMATE CHANGE

The Earth’s atmosphere is essential for life. It provides the pressure needed
for liquid water to exist on the Earth’s surface, the stability to avoid massive
temperature swings between day and night, the gases that plants and
animals need to survive, and—through the greenhouse effect—the
insulation that keeps our planet from being entirely frozen. For without the
greenhouse gases in our atmosphere, Earth would be about 33°C colder.
These gases (chiefly water vapor, carbon dioxide and methane) are more
transparent to the incoming light from the Sun than to the heat that radiates
back from the Earth. So they act like a blanket: trapping some of the heat,
keeping the Earth warm.48

When the Industrial Revolution unlocked the energy that had lain
dormant in fossil fuels for millions of years, it unlocked their carbon too.
These carbon dioxide emissions from fossil fuels were small at first,
contributing less to the warming of our climate than agriculture. But as
industrialization spread and intensified, carbon dioxide emissions increased
dramatically, with more being released since 1980 than in the entire
industrial period before that.49 All told, the concentration of carbon dioxide
in our atmosphere has risen from about 280 parts per million (ppm) prior to
the Industrial Revolution to 412 ppm in 2019.50

Humanity’s actions have already started changing our world. The
Earth’s climate has warmed by about 1°C.51 Sea levels have risen by about
23 centimeters.52 The ocean has become more acidic by 0.1 pH.53

There is widespread agreement that over the coming centuries
anthropogenic climate change will take a high toll on both humanity and the
natural environment. Most climate science and economics deals with
understanding these most likely damages. But there is also a concern that
the effects of climate change could be much worse—that it poses a risk of
an unrecoverable collapse of civilization or even the complete extinction of
humanity. Unlike many of the other risks I address, the central concern here
isn’t that we would meet our end this century, but that it may be possible for
our actions now to all but lock in such a disaster for the future. If so, this



could still be the time of the existential catastrophe—the time when
humanity’s potential is destroyed. If there is a serious chance of this, then
climate change may be even more important than is typically recognized.

Climate change is already a major geopolitical issue, and as the damages
or costs of mitigation build up, it will be an important stress upon humanity.
This may impoverish us or create conflict within the international
community, making us more prone to other existential risks.

Such stresses are a key contribution to existential risk (quite possibly
climate change’s main contribution), but are best dealt with separately. The
point of these chapters on specific risks (Chapters 3, 4 and 5) is to catalog
the direct mechanisms for existential catastrophe. For if there were no direct
mechanisms—or if they were all vanishingly unlikely—then there would be
very little existential risk for other stressors to increase. We will return to
indirect effects upon other existential risks in Chapter 6. For now we ask the
more fundamental question of whether climate change itself could directly
threaten our extinction or permanent collapse.

The most extreme climate possibility is known as a “runaway greenhouse
effect.” It is driven by the relationship between heat and humidity. Warm air
can hold more water vapor than cool air. So when the atmosphere warms,
the balance shifts between how much of Earth’s water is in the oceans and
how much is in the skies. Since water vapor is a potent greenhouse gas,
more vapor in the atmosphere produces more warming, which produces
more water vapor—an amplifying feedback.54

We can think of this like the feedback that occurs when you connect a
microphone to a speaker. Such feedback does not always spiral out of
control. If the microphone is far from the speaker, the sound does get
repeatedly amplified, but each amplification adds less and less to the overall
volume, so the total effect is not extreme.55 This is what we expect with the
water vapor feedback: that in total it will roughly double the warming we
would get from the carbon dioxide alone.56 But could there be climate
conditions in which the water vapor warming spirals out of control, like the
visceral squeal of feedback when a microphone is held too close to a
speaker?

A runaway greenhouse effect is a type of amplifying feedback loop



where the warming continues until the oceans have mostly boiled off,
leaving a planet incompatible with complex life. There is widespread
agreement that such a situation is theoretically possible. Something like this
probably happened on Venus and may happen hundreds of millions of years
into the Earth’s future, as the Sun becomes hotter.57 But current research
suggests that a runaway greenhouse effect cannot be triggered by
anthropogenic emissions alone.58

What about an amplifying feedback effect that causes massive warming,
but stops short of boiling the oceans? This is known as a moist greenhouse
effect, and if the effect is large enough it may be just as bad as a runaway.59

This may also be impossible from anthropogenic emissions alone, but the
science is less clear. A recent high-profile paper suggests it may be possible
for carbon emissions to trigger such an effect (leading to 40°C of warming
in their simulation).60 However, there are some extreme simplifications in
their model and it remains an open question whether this is really possible
on Earth.61

We might hope to look to the paleoclimate records to rule out such
possibilities. At various times in the distant past, the Earth’s climate has
been substantially hotter than today or had much higher carbon dioxide
levels. For example, about 55 million years ago in a climate event known as
the Palaeocene-Eocene Thermal Maximum (PETM), temperatures climbed
from about 9°C above pre-industrial temperatures to about 14°C over about
20,000 years. Scientists have suggested that this was caused by a major
injection of carbon into the atmosphere, reaching a concentration of 1,600
ppm or more.62 This provides some evidence that such a level of emissions
and warming produces neither a moist greenhouse effect nor a mass
extinction.

But the situation is not clear cut. Our knowledge of the paleoclimate
record is still provisional, so the estimates of past temperatures or carbon
concentrations may yet be significantly revised. And there are substantial
disanalogies between now and then, most notably that the rate of warming
is substantially greater today, as is the rate of growth in emissions (and the
rates of change might matter as much as the levels).

So how should we think about the risk from runaway or moist
greenhouse effects? The situation is akin to that of igniting the atmosphere,
in that it is probably physically impossible for our actions to produce the



catastrophe—but we aren’t sure. I don’t think the possibility of runaway or
moist greenhouse effects should give cause for panic, but there is cause for
significantly increasing the research on this topic to establish whether this
extreme threat is real or illusory. For while there are some good papers
suggesting we are safe, important objections continue to be raised. This is
not settled science.

Are there other ways we might end up with climate change so severe as to
threaten our extinction or the unrecoverable collapse of civilization? There
are three main routes: we may trigger other major feedback effects which
release much more carbon into the atmosphere; we may emit substantially
more carbon ourselves; or a given amount of carbon may cause much more
warming than we thought.

Water vapor from the oceans is just one of many climate feedbacks. As
the world warms, some ecosystems will change in ways that release more
carbon into the atmosphere, further increasing the warming. This includes
the drying of rainforests and peat bogs, desertification and the increase in
forest fires. Another form of feedback results from the changing reflectivity
of the landscape. Ice is extremely reflective, bouncing much of the
incoming sunlight straight back out to space. When warming melts ice, the
ocean or land underneath is less reflective, so contributes to further
warming.

Amplifying feedbacks like these can be alarming. We hear of warming
producing further warming and our thoughts naturally turn to a world
spinning out of control. But feedback effects are not all created equal. They
can vary greatly in their gain (how close the microphone is to the speaker),
their speed (how fast each loop is completed), and in how much total
warming they could produce if run to completion (the maximum volume of
the speaker). Moreover, there are other feedback effects that stabilize rather
than amplify, where the larger the warming, the stronger they act to prevent
more warming.

There are two potential amplifying feedbacks that are particularly
concerning: the melting arctic permafrost and the release of methane from
the deep ocean. In each case, warming would lead to additional carbon
emissions, and each source contains more carbon than all fossil fuel



emissions so far. They thus have the potential to dramatically alter the total
warming. And neither has been incorporated into the main IPCC
(Intergovernmental Panel on Climate Change) warming estimates, so any
warming would come on top of the warming we are currently bracing for.

The arctic permafrost is a layer of frozen rock and soil covering more
than 12 million square kilometers of land and ocean floor.63 It contains over
twice as much carbon as all anthropogenic emissions so far, trapped in the
form of peat and methane.64 Scientists are confident that over the coming
centuries it will partly melt, release carbon and thus further warm the
atmosphere. But the size of these effects and time frame are very
uncertain.65 One recent estimate is that under the IPCC’s high emissions
scenario, permafrost melting would contribute about 0.3°C of additional
warming by 2100.66

Methane clathrate is an ice-like substance containing both water and
methane molecules. It can be found in vast deposits in sediment at the
bottom of the ocean. Because it is so hard to reach, we know very little
about how much there is in total, with recent estimates ranging from twice
as much carbon as we have emitted so far, to eleven times as much.67

Warming of the oceans may trigger the melting of these clathrates and some
of the methane may be carried up into the atmosphere, leading to additional
warming. The dynamics of this potential feedback are even less well
understood than those of the melting permafrost, with great uncertainties
about when such melting could begin, whether it could happen suddenly,
and how much of the methane might be released.68

We thus know very little about the risk these feedbacks pose. It is
entirely possible that the permafrost melting and methane clathrate release
are overblown and will make a negligible contribution to warming. Or that
they will make a catastrophically large contribution. More research on these
two feedbacks would be extremely valuable.

Feedbacks aren’t the only way to get much more warming than we
expect. We may simply burn more fossil fuels. The IPCC models four main
emissions pathways, representing scenarios that range from rapid
decarbonization of the economy, through to what might happen in the
absence of any concern about the environmental impact of our emissions.
The amount we will emit based on current policies has been estimated at
between 1,000 and 1,700 Gt C (gigatons of carbon) by the year 2100:



around twice what we have emitted so far.69

I hope we refrain from coming anywhere close to this, but it is certainly
conceivable that we reach this point—or that we emit even more. For
example, if we simply extrapolate the annual growth of the emissions rate
in recent decades to continue over the century, we could emit twice as much
as the IPCC’s highest emission pathway.70 The upper bound is set by the
amount of fossil fuels available. There is a wide range of estimates for the
remaining fossil fuel resources, from 5,000 all the way up to 13,600 Gt C.71

This gives us the potential to burn at least eight times as much as we have
burned so far. If we do not restrain emissions and eventually burn 5,000 Gt
C of fossil fuels, the leading Earth system models suggest we’d suffer about
9°C to 13°C of warming by the year 2300.72 I find it highly unlikely we
would be so reckless as to reach this limit, but I can’t with good conscience
say it is less likely than an asteroid impact, or other natural risks we have
examined.73

Table 4.1 puts these potential carbon emissions from permafrost,
methane clathrates and fossil fuels into context. It shows that the amounts
of carbon we have been talking about are so great that they dwarf the
amount contained in the Earth’s entire biosphere—in every living thing.74

In fact, human activity has already released more than an entire biosphere
worth of carbon into the atmosphere.75

Even if we knew how much carbon would enter the atmosphere, there
would still be considerable uncertainty about how much warming this
would produce. The climate sensitivity is the number of degrees of warming
that would eventually occur if greenhouse gas concentrations were doubled
from their pre-industrial baseline of 280 ppm.76 If there were no feedbacks,
this would be easy to estimate: doubling carbon dioxide while keeping
everything else fixed produces about 1.2°C of warming.77 But the climate
sensitivity also accounts for many climate feedbacks, including water vapor
and cloud formation (though not permafrost or methane clathrate). These
make it higher and harder to estimate.

The IPCC states that climate sensitivity is likely to be somewhere
between 1.5°C and 4.5°C (with a lot of this uncertainty stemming from our
limited understanding of cloud feedbacks).78 When it comes to estimating
the impacts of warming, this is a vast range, with the top giving three times
as much warming as the bottom. Moreover, the true sensitivity could easily



be even higher, as the IPCC is only saying that there is at least a two-thirds
chance it falls within this range.81 And this uncertainty is compounded by
our uncertainty in how high greenhouse gas concentrations will go. If we
end up between one and two doublings from pre-industrial levels, the range
of eventual warming is 1.5°C to 9°C.82

Location: Permafrost
Amount: ∼ 1,700 Gt C
Emitted by 2100: 50–250 Gt C†

Location: Methane clathrates
Amount: 1,500–7,000 Gt C*

Emitted by 2100:

Location: Fossil fuels
Amount: 5,000–13,600 Gt C
Emitted by 2100: ∼ 1,000–1,700 Gt C‡

Location: Biomass
Amount: ∼ 550 Gt C
Emitted by 2100:

Location: Necromass
Amount: ∼ 1,200 Gt C
Emitted by 2100:

Location: Emissions so far
Amount: ∼ 660 Gt C
Emitted by 2100:

* This carbon is all in the form of methane, which is much more potent in the short run. But if the
release is gradual, this may not make much difference. A small proportion of carbon in permafrost is
methane.
† On the high emissions pathway.79

‡ On current policies for fossil fuel use.

TABLE 4.1 Where is the carbon? A comparison of the size of known carbon



stocks that could potentially be released into the atmosphere, and how much
of these might be released from now until the end of the century. Biomass is
the total amount of carbon in all living organisms on the Earth. Necromass
is the total amount of carbon in dead organic matter, especially in the soil,
some of which could be released through deforestation or forest fires. I have
also included our total emissions from 1750 to today—those from changes
in land use as well as from fossil fuels and industry.80

We might hope that some of this uncertainty will soon be resolved, but
the record of progress is not promising. The current range of 1.5°C to 4.5°C
was first put forward in 1979 and has barely changed over the last forty
years.83

We often hear numbers that suggest much more precision than this: that
we are now headed for 5°C warming or that certain policies are needed if
we are to stay under 4°C of warming. But these expressions simplify so
much that they risk misleading. They really mean that we are headed for
somewhere between 2.5°C and 7.5°C of warming or that certain policies are
required in order to have a decent chance of staying under 4°C (sometimes
defined as a 66 percent chance, sometimes just 50 percent).84

When we combine the uncertainties about our direct emissions, the
climate sensitivity and the possibility of extreme feedbacks, we end up
being able to say very little to constrain the amount of warming. Ideally, in
such a situation we could still give robust estimates of the size and shape of
the distribution (as we saw for asteroids), so that we could consider the
probability of extreme outcomes, such as ending up above 6°C—or even
10°C. But due to the complexity of the problem we cannot even do this.
The best I can say is that when accounting for all the uncertainties, we
could plausibly end up with anywhere up to 13°C of warming by 2300. And
even that is not a strict upper limit.

Warming at such levels would be a global calamity of unprecedented scale.
It would be an immense human tragedy, disproportionately impacting the
most vulnerable populations. And it would throw civilization into such
disarray that we may be much more vulnerable to other existential risks.
But the purpose of this chapter is finding and assessing threats that pose a



direct existential risk to humanity. Even at such extreme levels of warming,
it is difficult to see exactly how climate change could do so.

Major effects of climate change include reduced agricultural yields, sea
level rises, water scarcity, increased tropical diseases, ocean acidification
and the collapse of the Gulf Stream. While extremely important when
assessing the overall risks of climate change, none of these threaten
extinction or irrevocable collapse.

Crops are very sensitive to reductions in temperature (due to frosts), but
less sensitive to increases. By all appearances we would still have food to
support civilization.85 Even if sea levels rose hundreds of meters (over
centuries), most of the Earth’s land area would remain. Similarly, while
some areas might conceivably become uninhabitable due to water scarcity,
other areas will have increased rainfall. More areas may become susceptible
to tropical diseases, but we need only look to the tropics to see civilization
flourish despite this. The main effect of a collapse of the system of Atlantic
Ocean currents that includes the Gulf Stream is a 2°C cooling of Europe—
something that poses no permanent threat to global civilization.

From an existential risk perspective, a more serious concern is that the
high temperatures (and the rapidity of their change) might cause a large loss
of biodiversity and subsequent ecosystem collapse. While the pathway is
not entirely clear, a large enough collapse of ecosystems across the globe
could perhaps threaten human extinction. The idea that climate change
could cause widespread extinctions has some good theoretical support.86

Yet the evidence is mixed. For when we look at many of the past cases of
extremely high global temperatures or extremely rapid warming we don’t
see a corresponding loss of biodiversity.87

So the most important known effect of climate change from the
perspective of direct existential risk is probably the most obvious: heat
stress. We need an environment cooler than our body temperature to be able
to rid ourselves of waste heat and stay alive. More precisely, we need to be
able to lose heat by sweating, which depends on the humidity as well as the
temperature.

A landmark paper by Steven Sherwood and Matthew Huber showed that
with sufficient warming there would be parts of the world whose
temperature and humidity combine to exceed the level where humans could
survive without air conditioning.88 With 12°C of warming, a very large land



area—where more than half of all people currently live and where much of
our food is grown—would exceed this level at some point during a typical
year. Sherwood and Huber suggest that such areas would be uninhabitable.
This may not quite be true (particularly if air conditioning is possible during
the hottest months), but their habitability is at least in question.

However, substantial regions would also remain below this threshold.
Even with an extreme 20°C of warming there would be many coastal areas
(and some elevated regions) that would have no days above the
temperature/humidity threshold.89 So there would remain large areas in
which humanity and civilization could continue. A world with 20°C of
warming would be an unparalleled human and environmental tragedy,
forcing mass migration and perhaps starvation too. This is reason enough to
do our utmost to prevent anything like that from ever happening. However,
our present task is identifying existential risks to humanity and it is hard to
see how any realistic level of heat stress could pose such a risk. So the
runaway and moist greenhouse effects remain the only known mechanisms
through which climate change could directly cause our extinction or
irrevocable collapse.

This doesn’t rule out unknown mechanisms. We are considering large
changes to the Earth that may even be unprecedented in size or speed. It
wouldn’t be astonishing if that directly led to our permanent ruin. The best
argument against such unknown mechanisms is probably that the PETM did
not lead to a mass extinction, despite temperatures rapidly rising about 5°C,
to reach a level 14°C above pre-industrial temperatures.90 But this is
tempered by the imprecision of paleoclimate data, the sparsity of the fossil
record, the smaller size of mammals at the time (making them more heat-
tolerant), and a reluctance to rely on a single example. Most importantly,
anthropogenic warming could be over a hundred times faster than warming
during the PETM, and rapid warming has been suggested as a contributing
factor in the end-Permian mass extinction, in which 96 percent of species
went extinct.91 In the end, we can say little more than that direct existential
risk from climate change appears very small, but cannot yet be ruled out.

Our focus so far has been on whether climate change could conceivably be
an existential catastrophe. In assessing this, I have set aside the question of



whether we could mitigate this risk. The most obvious and important form
of mitigation is reducing our emissions. There is a broad consensus that this
must play a key role in any mitigation strategy. But there are also ways of
mitigating the effects of climate change after the emissions have been
released.

These techniques are often called geoengineering. While the name
conjures up a radical and dangerous scheme for transforming our planet, the
proposals in fact range from the radical to the mundane. They also differ in
their cost, speed, scale, readiness and risk.

The two main approaches to geoengineering are carbon dioxide removal
and solar radiation management. Carbon dioxide removal strikes at the root
of the problem, removing the carbon dioxide from our atmosphere and thus
taking away the source of the heating. It is an attempt to cure the Earth of
its affliction. At the radical end is ocean fertilization: seeding the ocean
with iron to encourage large algal blooms which capture carbon before
sinking into the deep ocean. At the mundane end are tree planting and
carbon scrubbing.

Solar radiation management involves limiting the amount of sunlight
absorbed by the Earth. This could involve blocking light before it hits the
Earth, reflecting more light in the atmosphere before it hits the surface, or
reflecting more of the light that hits the surface. It is an attempt to offset the
warming effects of the carbon dioxide by cooling the Earth. It is typically
cheaper than carbon dioxide removal and quicker to act, but has the
downsides of ignoring other bad effects of carbon (such as ocean
acidification) and requiring constant upkeep.

A central problem with geoengineering is that the cure may be worse
than the disease. For the very scale of what it is attempting to achieve could
create a risk of massive unintended consequences over the entire Earth’s
surface, possibly posing a greater existential risk than climate change itself.
Geoengineering thus needs to be very carefully governed—especially when
it comes to radical techniques that are cheap enough for a country or
research group to implement unilaterally—and we shouldn’t rely on it as an
alternative to emissions reductions. But it may well have a useful role to
play as a last resort, or as a means for the eventual restoration of our
planet’s climate.92



ENVIRONMENTAL DAMAGE

Climate change is not the only form of environmental damage we are
inflicting upon the Earth. Might we face other environmental existential
risks through overpopulation, running out of critical resources or
biodiversity loss?

When environmentalism rose to prominence in the 1960s and 1970s, one
major concern was overpopulation. It was widely feared that humanity’s
rapidly growing population would far outstrip the Earth’s capacity to feed
people, precipitating an environmental and humanitarian catastrophe. The
most prominent advocate of this view, Paul Ehrlich, painted an apocalyptic
vision of the near future: “Most of the people who are going to die in the
greatest cataclysm in the history of man have already been born.”93 This
catastrophe would come soon and pose a direct existential risk. Ehrlich
predicted: “Sometime in the next 15 years, the end will come—and by ‘the
end’ I mean an utter breakdown of the capacity of the planet to support
humanity.”94

These confident predictions of doom were thoroughly mistaken. Instead
of rising to unprecedented heights, the prevalence of famine dramatically
declined. Less than a quarter as many people died of famine in the 1970s as
in the 1960s, and the rate has since halved again.95 Instead of dwindling to a
point of crisis, the amount of food per person has steadily risen over the last
fifty years. We now have 24 percent more food per person than when
Ehrlich’s book, The Population Bomb, was published in 1968.

Much of the credit for this is owed to the Green Revolution, in which
developing countries rose to the challenge of feeding their people. They did
so by modernizing their farming, with improved fertilizers, irrigation,
automation and grain varieties.96 Perhaps the greatest single contribution
was from Norman Borlaug, who received the Nobel Prize for his work
breeding the new, high-yield varieties of wheat, and who may be
responsible for saving more lives than anyone else in history.97

But the improvements in agriculture are just part of the story. The entire
picture of overpopulation has changed. Population growth is almost always
presented as an exponential process—increasing by a fixed percentage each
year—but in fact that is rarely the case. From about 1800 to 1960 the world
population was growing much faster than an exponential. The annual



growth rate was itself growing from 0.4 percent all the way to an
unprecedented rate of 2.2 percent in 1962. These trends rightly warranted
significant concern about the human and environmental consequences of
this rapid population increase.

But suddenly, the situation changed. The population growth rate started
to rapidly decline. So far it has halved, and it continues to fall. Population is
now increasing in a roughly linear manner, with a fixed number of people
being added each year instead of a fixed proportion. This change has been
driven not by the feared increase in death rates, but by a dramatic change in
fertility, as more and more countries have undergone the demographic
transition to a small family size. In 1950, the average number of children
born to each woman was 5.05. It is now just 2.47—not so far above the
replacement rate of 2.1 children per woman.98

While we can’t know what will happen in the future, the current trends
point to a rapid stabilization of the population. The current linear increase is
likely to be an inflection point in the history of human population: the point
where the curve finally starts to level off. We may never again see the rapid
population growth of the mid-twentieth century. In the last eighty years,
population grew threefold. In the next eighty years (to 2100) it is expected
to go up just 50 percent, to about 11 billion. For every person alive now,
we’ll have to make room for an extra half a person. This will be a
challenge, but a much easier one than last century.



FIGURE 4.2 World population from 1700 to today (dark gray) and projected up to

2100 (light gray). The black line shows the annual percentage growth rate of
population, which reached an extreme peak in 1962 but has since been dropping

quickly.99

Some people have gone so far as to suggest that the real extinction risk
might now be declining population.100 Fertility rates in most countries
outside Africa have fallen to below the replacement rate, and perhaps this
will become a global trend. Even then, I don’t think there is any real cause
for concern. If declining population began to pose a clear and present
danger (something that couldn’t happen for at least two centuries), it would
be a simple matter for public policy to encourage childbearing up to the
replacement level. The available policy levers—free childcare, free
education, free child healthcare and tax benefits for families—are relatively
simple, non-coercive and popular.

While the danger of population spiraling rapidly out of control has abated,
population has certainly reached a very high level. And with our rapidly
increasing prosperity and power, each person is having more impact on the
environment.101 This is creating large stresses on the biosphere, some of
which are completely unprecedented. This may, in turn, create threats to our
continued existence.

One category of concern is resource depletion. People have suggested
that humanity is running short of fossil fuels, phosphorous, topsoil, fresh
water and certain metals.102 However, these forms of resource scarcity
don’t appear to pose any direct risk of destroying our potential.

Running out of fossil fuels might result in economic recession as we
switch to more expensive alternatives, but we are quite capable of
maintaining a civilization without fossil fuels. Indeed, we are already
planning to do so soon as we move to zero emissions later this century. My
guess is that, if anything, failure to find new sources of fossil fuels would
actually lower overall existential risk.

What about water? While fresh water is much more scarce than
seawater, we do have a lot of it in absolute terms: 26 million liters of
accessible fresh water per person.103 Most of the problem comes from this
being poorly distributed. Even in the worst case, fresh water could be



substituted with desalinated sea water at a cost of about $1 for 1,000 liters.
There would be additional expenses involved to do this using clean energy
and when pumping the water uphill to people and farms away from the
coast, but we could do it if we had to.

It is unclear whether there are any significant metal shortages at all:
previous predictions have failed and one should expect markets to slow
consumption, encourage recycling and develop alternatives if stocks do
start running low.104 Moreover, the types of rare metals that are plausibly
running out don’t seem to be essential for civilization.

While I don’t know of any resources whose scarcity could plausibly
constitute an existential catastrophe, it is hard to completely rule it out. It is
possible that we will find a resource that is scarce, performs an essential
function for civilization, has no feasible alternative, can’t be adequately
recycled, and where market forces won’t ration our consumption. While I
am skeptical that any resources meet this description, I encourage efforts to
thoroughly check whether this is so.

Another category of environmental concern is loss of biodiversity. Our
actions are destroying and threatening so many species that people have
suggested a sixth mass extinction is underway.105 Is this true?

It is difficult to say. One problem is that we can’t cleanly compare the
modern and fossil records.106 Another is that there is more than one
measure of a mass extinction. The rate at which species are going extinct is
much higher than the longterm average—at least ten to 100 times higher,
and expected to accelerate.107 Species may be going extinct even more
rapidly than in a typical mass extinction. But the fraction of species that
have gone extinct is much lower than in a mass extinction. Where the big
five mass extinctions all lost more than 75 percent of species, we have lost
about 1 percent.108 This could be a sixth mass extinction that is just getting
started, though the evidence fits a substantially smaller extinction event just
as well. In any event, our inability to rule out being in the midst of a mass
extinction is deeply troubling.

And while extinction is a useful measure of biodiversity loss, it is not
the whole story. It doesn’t capture population reductions or species
disappearing locally or regionally. While “only” 1 percent of species have
gone extinct on our watch, the toll on biodiversity within each region may
be much higher, and this may be what matters most. From the perspective



of existential risk, what matters most about biodiversity loss is the loss of
ecosystem services. These are services—such as purifying water and air,
providing energy and resources, or improving our soil—that plants and
animals currently provide for us, but we may find costly or impossible to do
ourselves.

A prominent example is the crop pollination performed by honeybees.
This is often raised as an existential risk, citing a quotation attributed
Einstein that “If the bee disappeared off the surface of the globe then man
would only have four years of life left.” This has been thoroughly
debunked: it is not true and Einstein didn’t say it.109 In fact, a recent review
found that even if honeybees were completely lost—and all other
pollinators too—this would only create a 3 to 8 percent reduction in global
crop production.110 It would be a great environmental tragedy and a crisis
for humanity, but there is no reason to think it is an existential risk.

While that particular example is spurious, perhaps there are other
distinct ecosystem services that are threatened and that we couldn’t live
without. Or a cascading failure of ecosystem services may collectively be
too much for our civilization to be able to replace. It is clear that at some
level of environmental destruction this would be true, though we have little
idea how close we are to such a threshold, nor whether a cascade could take
us there. We need more research to find out.

As with nuclear winter and extreme global warming, we don’t know of a
direct mechanism for existential risk, but are putting such pressure on the
global environment that there may well be some as yet unknown
consequence that would threaten our survival. We could therefore think of
continuing environmental damage over the coming century as a source of
unforeseen threats to humanity. These unmodeled effects may well contain
most of the environmental existential risk.

Nuclear war, climate change and environmental damage are extremely
serious global issues—even before we come to the question of whether they
could cause existential catastrophe. In each case, humanity holds
tremendous power to change the face of the Earth in ways that are without
precedent in the 200,000 years of Homo sapiens. The latest science backs
up the extreme scale of these changes, though it stops short of providing



clear and proven mechanisms for a truly existential catastrophe. The
existential risk from these sources therefore remains more speculative than
that from asteroids. But this is not the same as the risk being smaller. Given
our current scientific knowledge, I think it would be very bold to put the
probability of these risks at less than the 0.001 percent to 0.05 percent per
century that comes from all natural risks together. Indeed, I’d estimate that
each of these three risks has a higher probability than that of all natural
existential risks put together. And there may be even greater risks to come.



5

FUTURE RISKS

The Dark Ages may return, the Stone Age may return on the
gleaming wings of Science, and what might now shower
immeasurable material blessings upon mankind, may even bring
about its total destruction.

—Winston Churchill1

It is now time to cast our gaze to the horizon, to see what possibilities the
coming century may bring. These possibilities are hard to discern through
the haze of distance; it is extremely difficult to tell which new technologies
will be possible, what form they will take when mature, or the context of
the world into which they will arrive. And this veil may not lift until the
new technologies are right upon us. For even the best experts or the very
inventors of the technology can be blindsided by major developments.

One night in 1933, the world’s pre-eminent expert on atomic science,
Ernest Rutherford, declared the idea of harnessing atomic energy to be
“moonshine.” And the very next morning Leo Szilard discovered the idea
of the chain reaction. In 1939, Enrico Fermi told Szilard the chain reaction
was but a “remote possibility,” and four years later Fermi was personally
overseeing the world’s first nuclear reactor. The staggering list of eminent
scientists who thought heavier-than-air flight to be impossible or else
decades away is so well rehearsed as to be cliché. But fewer know that even
Wilbur Wright himself predicted it was at least fifty years away—just two
years before he invented it.2

So we need to remember how quickly new technologies can be upon us,
and to be wary of assertions that they are either impossible or so distant in



time that we have no cause for concern. Confident denouncements by
eminent scientists should certainly give us reason to be skeptical of a
technology, but not to bet our lives against it—their track record just isn’t
good enough for that.3

Of course, there is no shortage of examples of scientists and
technologists declaring a new technology to be just around the corner, when
in fact it would only arrive decades later; or not at all; or in a markedly
different form to the one anticipated. The point is not that technology
usually comes earlier than predicted, but that it can easily do so; that we
need to be cautious in ruling things out or assuming we have ample time.

But we must not veer toward the opposite mistake: using the
impossibility of knowing the future as an excuse to ignore it. There are
things we can say. For example, it would be surprising if the long-run trend
toward developing technologies of increasing power didn’t continue into
this century. And since it was precisely our unprecedented power that gave
rise to the anthropogenic risks of the twentieth century, it would be
remarkable if the coming century didn’t pose similar, or greater, risk.

Despite this being a chapter on the future, we won’t be engaging in
prediction—at least not in the usual sense of saying which technologies will
come, and when. Instead, we shall chart the horizon in terms of plausibility
and probability. Are there plausible future technologies that would bring
existential risks? Are these technologies probable enough to warrant
preparations in case they do arrive? To do this, we don’t need to know the
future, nor even the precise probabilities of what may occur. We just need to
estimate these probabilities to the right ballpark; to see the dim outlines of
the threats. This will give us a rough idea of the landscape ahead and how
we might prepare for it.

Much of what new technologies bring will of course be helpful, and
some truly wondrous. Technological progress has been one of the main
sources of our modern prosperity and longevity—one of the main reasons
extreme poverty has become the exception rather than the rule, and life
expectancy has doubled since the Industrial Revolution. Indeed, we can see
that over the centuries all the risks technology imposes on humans have
been outweighed by the benefits it has brought.4 For these dramatic gains to
health and wealth are overall gains, taking all the ill effects into account.

Or at least this is true for most risks: those that are likely enough and



common enough that the law of large numbers wins out, turning the
unpredictability of the small scale into a demonstrable longterm average.
We know that these everyday risks have been more than outweighed. But
we don’t know whether this positive balance was due to getting lucky on a
few key rolls of the dice. For instance, it is conceivable that the risk of
nuclear war breaking out was serious enough to outweigh all the benefits of
modern technology.

It is this that should most interest us when we look to the century ahead.
Not the everyday risks and downsides that technology may bring, but
whether there will be a handful of cases where it puts our entire bankroll at
risk, with no subsequent way for us to make up the losses.

Growing up, I had always been strongly pro-technology. If not for the
plausibility of these unconsummated catastrophic risks, I’d remain so. But
instead, I am compelled toward a much more ambivalent view. I don’t for a
moment think we should cease technological progress—indeed if some
well-meaning regime locked in a permanent freeze on technology, that
would probably itself be an existential catastrophe, preventing humanity
from ever fulfilling its potential.

But we do need to treat technological progress with maturity.5 We
should continue our technological developments to make sure we receive
the fruits of technology. Yet we must do so very carefully, and if needed,
use a significant fraction of the gains from technology to address the
potential dangers, ensuring the balance stays positive. Looking ahead and
charting the potential hazards on our horizon is a key step.

PANDEMICS

In 1347 death came to Europe. It entered through the Crimean town of
Caffa, brought by the besieging Mongol army. Fleeing merchants
unwittingly carried it back to Italy. From there it spread to France, Spain,
England. Then up as far as Norway and across the rest of Europe—all the
way to Moscow. Within six years, the Black Death had taken the continent.6

Tens of millions fell gravely ill, their bodies succumbing to the disease
in different ways. Some bore swollen buboes on their necks, armpits and
thighs; some had their flesh turn black from hemorrhaging beneath the skin;



some coughed blood from the necrotic inflammation of their throats and
lungs. All forms involved fever, exhaustion, and an intolerable stench from
the material that exuded from the body.7 There were so many dead that
mass graves needed to be dug and even then, cemeteries ran out of room for
the bodies.

The Black Death devastated Europe. In those six years, between one-
quarter and one-half of all Europeans were killed.8 The Middle East was
ravaged too, with the plague killing about one in three Egyptians and
Syrians. And it may have also laid waste to parts of Central Asia, India and
China. Due to the scant records of the fourteenth century, we will never
know the true toll, but our best estimates are that somewhere between 5
percent and 14 percent of all the world’s people were killed, in what may
have been the greatest catastrophe humanity has seen.9

Are we safe now from events like this? Or are we more vulnerable?
Could a pandemic threaten humanity’s future?10

The Black Death was not the only biological disaster to scar human
history. It was not even the only great bubonic plague. In 541 CE the Plague
of Justinian struck the Byzantine Empire. Over three years it took the lives
of roughly 3 percent of the world’s people.11

When Europeans reached the Americas in 1492, the two populations
exposed each other to completely novel diseases. Over thousands of years
each population had built up resistance to their own set of diseases, but
were extremely susceptible to the others. The American peoples got by far
the worse end of exchange, through diseases such as measles, influenza and
especially smallpox.

During the next hundred years a combination of invasion and disease
took an immense toll—one whose scale may never be known, due to great
uncertainty about the size of the pre-existing population. We can’t rule out
the loss of more than 90 percent of the population of the Americas during
that century, though the number could also be much lower.12 And it is very
difficult to tease out how much of this should be attributed to war and
occupation, rather than disease. As a rough upper bound, the Columbian
exchange may have killed as many as 10 percent of the world’s people.13

Centuries later, the world had become so interconnected that a truly
global pandemic was possible. Near the end of the First World War, a
devastating strain of influenza (known as the 1918 flu or Spanish Flu)



spread to six continents, and even remote Pacific islands. At least a third of
the world’s population were infected and 3 to 6 percent were killed.14 This
death toll outstripped that of the First World War, and possibly both World
Wars combined.

Yet even events like these fall short of being a threat to humanity’s
longterm potential.15 In the great bubonic plagues we saw civilization in the
affected areas falter, but recover. The regional 25 to 50 percent death rate
was not enough to precipitate a continent-wide collapse of civilization. It
changed the relative fortunes of empires, and may have altered the course of
history substantially, but if anything, it gives us reason to believe that
human civilization is likely to make it through future events with similar
death rates, even if they were global in scale.

The 1918 flu pandemic was remarkable in having very little apparent
effect on the world’s development despite its global reach. It looks like it
was lost in the wake of the First World War, which despite a smaller death
toll, seems to have had a much larger effect on the course of history.16

It is less clear what lesson to draw from the Columbian exchange due to
our lack of good records and its mix of causes. Pandemics were clearly a
part of what led to a regional collapse of civilization, but we don’t know
whether this would have occurred had it not been for the accompanying
violence and imperial rule.

The strongest case against existential risk from natural pandemics is the
fossil record argument from Chapter 3. Extinction risk from natural causes
above 0.1 percent per century is incompatible with the evidence of how
long humanity and similar species have lasted. But this argument only
works where the risk to humanity now is similar or lower than the longterm
levels. For most risks this is clearly true, but not for pandemics. We have
done many things to exacerbate the risk: some that could make pandemics
more likely to occur, and some that could increase their damage. Thus even
“natural” pandemics should be seen as a partly anthropogenic risk.

Our population now is a thousand times greater than over most of
human history, so there are vastly more opportunities for new human
diseases to originate.17 And our farming practices have created vast
numbers of animals living in unhealthy conditions within close proximity to
humans. This increases the risk, as many major diseases originate in
animals before crossing over to humans. Examples include HIV



(chimpanzees), Ebola (bats), SARS (probably bats) and influenza (usually
pigs or birds).18 Evidence suggests that diseases are crossing over into
human populations from animals at an increasing rate.19

Modern civilization may also make it much easier for a pandemic to
spread. The higher density of people living together in cities increases the
number of people each of us may infect. Rapid long-distance transport
greatly increases the distance pathogens can spread, reducing the degrees of
separation between any two people. Moreover, we are no longer divided
into isolated populations as we were for most of the last 10,000 years.20

Together these effects suggest that we might expect more new pandemics,
for them to spread more quickly, and to reach a higher percentage of the
world’s people.

But we have also changed the world in ways that offer protection. We
have a healthier population; improved sanitation and hygiene; preventative
and curative medicine; and a scientific understanding of disease. Perhaps
most importantly, we have public health bodies to facilitate global
communication and coordination in the face of new outbreaks. We have
seen the benefits of this protection through the dramatic decline of endemic
infectious disease over the last century (though we can’t be sure pandemics
will obey the same trend). Finally, we have spread to a range of locations
and environments unprecedented for any mammalian species. This offers
special protection from extinction events, because it requires the pathogen
to be able to flourish in a vast range of environments and to reach
exceptionally isolated populations such as uncontacted tribes, Antarctic
researchers and nuclear submarine crews.21

It is hard to know whether these combined effects have increased or
decreased the existential risk from pandemics. This uncertainty is ultimately
bad news: we were previously sitting on a powerful argument that the risk
was tiny; now we are not. But note that we are not merely interested in the
direction of the change, but also in the size of the change. If we take the
fossil record as evidence that the risk was less than one in 2,000 per
century, then to reach 1 percent per century the pandemic risk would need
to be at least 20 times larger. This seems unlikely. In my view, the fossil
record still provides a strong case against there being a high extinction risk
from “natural” pandemics. So most of the remaining existential risk would
come from the threat of permanent collapse: a pandemic severe enough to



collapse civilization globally, combined with civilization turning out to be
hard to re-establish or bad luck in our attempts to do so.

But humanity could also play a much larger role. We have seen the indirect
ways that our actions aid and abet the origination and the spread of
pandemics. But what about cases where we have a much more direct hand
in the process—where we deliberately use, improve or create the
pathogens?

Our understanding and control of pathogens is very recent. Just 200
years ago we didn’t even understand the basic cause of pandemics—a
leading theory in the West claimed that disease was produced by a kind of
gas. In just two centuries, we discovered it was caused by a diverse variety
of microscopic agents and we worked out how to grow them in the lab, to
breed them for different traits, to sequence their genomes, to implant new
genes, and to create entire functional viruses from their written code.

This progress is continuing at a rapid pace. The last ten years have seen
major qualitative breakthroughs, such as the use of CRISPR to efficiently
insert new genetic sequences into a genome and the use of gene drives to
efficiently replace populations of natural organisms in the wild with
genetically modified versions.22 Measures of this progress suggest it is
accelerating, with the cost to sequence a genome falling by a factor of
10,000 since 2007 and with publications and venture capital investment
growing quickly.23 This progress in biotechnology seems unlikely to fizzle
out soon: there are no insurmountable challenges looming; no fundamental
laws blocking further developments.

Here the past offers almost no reassurance. Increasing efforts are made
to surpass natural abilities, so long-run track records need not apply. It
would be optimistic to assume that this uncharted new terrain holds only
familiar dangers.

To start with, let’s set aside the risks from malicious intent, and consider
only the risks that can arise from well-intentioned research. Most scientific
and medical research poses a negligible risk of harms at the scale we are
considering. But there is a small fraction that uses live pathogens of kinds
which are known to threaten global harm. These include the agents that
cause the 1918 flu, smallpox, SARS and H5N1 flu. And a small part of this



research involves making strains of these pathogens that pose even more
danger than the natural types, increasing their transmissibility, lethality or
resistance to vaccination or treatment.

In 2012 a Dutch virologist, Ron Fouchier, published details of a gain-of-
function experiment on the recent H5N1 strain of bird flu.24 This strain was
extremely deadly, killing an estimated 60 percent of humans it infected—far
beyond even the 1918 flu.25 Yet its inability to pass from human to human
had so far prevented a pandemic. Fouchier wanted to find out whether (and
how) H5N1 could naturally develop this ability. He passed the disease
through a series of ten ferrets, which are commonly used as a model for
how influenza affects humans. By the time it passed to the final ferret, his
strain of H5N1 had become directly transmissible between mammals.

The work caused fierce controversy. Much of this was focused on the
information contained in his work. The US National Science Advisory
Board for Biosecurity ruled that his paper had to be stripped of some of its
technical details before publication, to limit the ability of bad actors to
cause a pandemic. And the Dutch government claimed it broke EU law on
exporting information useful for bioweapons. But it is not the possibility of
misuse that concerns me here. Fouchier’s research provides a clear example
of well-intentioned scientists enhancing the destructive capabilities of
pathogens known to threaten global catastrophe. And nor is it the only case.
In the very same year a similar experiment was performed in the United
States.26

Of course, such experiments are done in secure labs, with stringent
safety standards. It is highly unlikely that in any particular case the
enhanced pathogens would escape into the wild. But just how unlikely?
Unfortunately, we don’t have good data, due to a lack of transparency about
incident and escape rates.27 This prevents society from making well-
informed decisions balancing the risks and benefits of this research, and it
limits the ability of labs to learn from each other’s incidents. We need
consistent and transparent reporting of incidents, in line with the best
practices from other sectors.28 And we need serious accountability for when
incidents or escapes go beyond the promised rates.

But even the patchy evidence we do have includes enough confirmed
cases to see that the rates of escape are worryingly high (see the box
“Notable Laboratory Escapes”).29 None of these documented escapes



directly posed a risk of existential catastrophe, but they show that security
for highly dangerous pathogens has been deeply flawed, and remains
insufficient.

This is true even at the highest biosafety level (BSL-4). In 2001, Britain
was struck by a devastating outbreak of foot-and-mouth disease in
livestock. Six million animals were killed in an attempt to halt its spread,
and the economic damages totalled £8 billion. Then in 2007 there was
another outbreak, which was traced to a lab working on the disease. Foot-
and-mouth was considered a highest category pathogen and required the
highest level of biosecurity. Yet the virus escaped from a badly maintained
pipe, leaking into the groundwater at the facility. After an investigation, the
lab’s license was renewed—only for another leak to occur two weeks
later.30 In my view, this track record of escapes shows that even BSL-4 is
insufficient for working on pathogens that pose a risk of global pandemics
on the scale of the 1918 flu or worse—especially if that research involves
gain-of-function (and the extremely dangerous H5N1 gain-of-function
research wasn’t even performed at BSL-4).31 Thirteen years since the last
publicly acknowledged outbreak from a BSL-4 facility is not good enough.
It doesn’t matter whether this is from insufficient standards, inspections,
operations or penalties. What matters is the poor track record in the field,
made worse by a lack of transparency and accountability. With current
BSL-4 labs, an escape of a pandemic pathogen is a matter of time.
Alongside the threat of accident is the threat of deliberate misuse. Humanity
has a long and dark history of disease as a weapon. There are records dating
back to 1320 BCE, describing a war in Asia Minor, where infected sheep
were driven across the border to spread tularemia.32 There is even a
contemporaneous account of the siege of Caffa claiming the Black Death
was introduced to Europe by the Mongol army catapulting plague-ridden
corpses over the city walls. It is not clear whether this really occurred, nor
whether the Black Death would have found its way into Europe regardless.
Yet it remains a live possibility that the most deadly event in the history of
the world (as a fraction of humanity) was an act of biological warfare.33

NOTABLE LABORATORY ESCAPES



1971: Smallpox

A Soviet bioweapons lab tested a weaponized strain of smallpox on an
island in the Aral Sea. During a field test, they accidentally infected
people on a nearby ship who spread it ashore. The resulting outbreak
infected ten people, killing three, before being contained by a mass
quarantine and vaccination program.34

1978: Smallpox

In 1967 smallpox was killing more than a million people a year, but a
heroic global effort drove that to zero in 1977, freeing humanity from
this ancient scourge. And yet a year later, it returned from the grave:
escaping from a British lab, killing one person and infecting another
before authorities contained the outbreak.35

1979: Anthrax

A bioweapons lab in one of the Soviet Union’s biggest cities,
Sverdlovsk, accidentally released a large quantity of weaponized
anthrax, when they took an air filter off for cleaning. There were 66
confirmed fatalities.36

1995: Rabbit Calicivirus

Australian scientists conducted a field trial with a new virus for use in
controlling their wild rabbit population. They released it on a small
island, but the virus escaped quarantine, reaching the mainland and
accidentally killing 30 million rabbits within just a few weeks.37

2015: Anthrax

The Dugway Proving Grounds was established by the US military in
1942 to work on chemical and biological weapons. In 2015, it
accidentally distributed samples containing live anthrax spores to 192
labs across eight countries, which thought they were receiving
inactivated anthrax.38



One of the first unequivocal accounts of biological warfare was by the
British in Canada in 1763. The Commander-in-Chief for North America,
Jeffrey Amherst, wrote to a fort that had suffered a smallpox outbreak:
“Could it not be contrived to send the smallpox among those disaffected
tribes of Indians? We must on this occasion, use every stratagem in our
power to reduce them.” The same idea had already occurred to the garrison,
who acted on it of their own initiative. They distributed disease-ridden
items, documented the deed, and even filed for official reimbursement to
cover the costs of the blankets and handkerchief used.39

Where earlier armies had limited understanding of disease, and mostly
opportunistic biowarfare, our greater understanding has enabled modern
nations to build on what nature provided. During the twentieth century,
fifteen countries are known to have developed bioweapons programs,
including the US, UK and France.40

The largest program was the Soviets’. At its height it had more than a
dozen clandestine labs employing 9,000 scientists to weaponize diseases
ranging from plague to smallpox, anthrax and tularemia. Scientists
attempted to increase the diseases’ infectivity, lethality and resistance to
vaccination and treatment. They created systems for spreading the
pathogens to their opponents and built up vast stockpiles, reportedly
including more than 20 tons of smallpox and of plague. The program was
prone to accidents, with lethal outbreaks of both smallpox and anthrax (see
Box).41 While there is no evidence of deliberate attempts to create a
pathogen to threaten the whole of humanity, the logic of deterrence or
mutually assured destruction could push superpowers or rogue states in that
direction.

The good news is that for all our flirtation with biowarfare, there appear
to have been relatively few deaths from either accidents or use (assuming
the Black Death to have been a natural pandemic).42 The confirmed
historical death toll from biowarfare is dwarfed by that of natural
pandemics over the same time frame.43 Exactly why this is so is unclear.
One reason may be that bioweapons are unreliable and prone to backfiring,
leading states to use other weapons in preference. Another suggestion is
that tacit knowledge and operational barriers make it much harder to deploy
bioweapons than it may first appear.44

But the answer may also just be that we have too little data. The patterns



of disease outbreaks, war deaths and terrorist attacks all appear to follow
power law distributions. Unlike the familiar “normal” distribution where
sizes are clustered around a central value, power law distributions have a
“heavy tail” of increasingly large events, where there can often be events at
entirely different scales, with some being thousands, or millions, of times
bigger than others. Deaths from war and terror appear to follow power laws
with especially heavy tails, such that the majority of the deaths happen in
the few biggest events. For instance, warfare deaths in the last hundred
years are dominated by the two World Wars, and most US fatalities from
terrorism occurred in the September 11 attacks.45 When events follow a
distribution like this, the average size of events until now systematically
under-represents the expected size of events to come, even if the underlying
risk stays the same.46

And it is not staying the same. Attempts to use the historical record
overlook the rapid changes in biotechnology. It is not twentieth-century
bioweaponry that should alarm us, but the next hundred years of
improvements. A hundred years ago, we had only just discovered viruses
and were yet to discover DNA. Now we can design the DNA of viruses and
resurrect historic viruses from their genetic sequences. Where will we be a
hundred years from now?

One of the most exciting trends in biotechnology is its rapid
democratization—the speed at which cutting-edge techniques can be
adopted by students and amateurs. When a new breakthrough is achieved,
the pool of people with the talent, training, resources and patience to
reproduce it rapidly expands: from a handful of the world’s top biologists,
to people with PhDs in the field, to millions of people with undergraduate-
level biology.

The Human Genome Project was the largest ever scientific collaboration
in biology. It took thirteen years and $500 million to produce the full DNA
sequence of the human genome. Just 15 years later, a genome can be
sequenced for under $1,000 or within a single hour.47 The reverse process
has become much easier too: online DNA synthesis services allow anyone
to upload a DNA sequence of their choice then have it constructed and
shipped to their address. While still expensive, the price of synthesis has
fallen by a factor of a thousand over the last two decades and continues to
drop.48 The first ever uses of CRISPR and gene drives were the



biotechnology achievements of the decade. But within just two years each
of these technologies were used successfully by bright students
participating in science competitions.49

Such democratization promises to fuel a boom of entrepreneurial
biotechnology. But since biotechnology can be misused to lethal effect,
democratization also means proliferation. As the pool of people with access
to a technique grows, so does the chance it contains someone with malign
intent.

People with the motivation to wreak global destruction are mercifully
rare. But they exist. Perhaps the best example is the Aum Shinrikyo cult in
Japan, active between 1984 and 1995, which sought to bring about the
destruction of humanity. They attracted several thousand members,
including people with advanced skills in chemistry and biology. And they
demonstrated that it was not mere misanthropic ideation. They launched
multiple lethal attacks using VX gas and sarin gas, killing 22 people and
injuring thousands.50 They attempted to weaponize anthrax, but did not
succeed. What happens when the circle of people able to create a global
pandemic becomes wide enough to include members of such a group? Or
members of a terrorist organization or rogue state that could try to build an
omnicidal weapon for the purposes of extortion or deterrence?

The main candidate for biological risk over the coming decades thus stems
from our technology—particularly the risk of misuse by states or small
groups. But this is not a case where the world is blissfully unaware of the
risks. Bertrand Russell wrote of the danger of extinction from biowarfare to
Einstein in 1955.51 And in 1969 the possibility was raised by the American
Nobel Laureate for Medicine, Joshua Lederberg:

As a scientist I am profoundly concerned about the continued
involvement of the United States and other nations in the
development of biological warfare. This process puts the very future
of human life on earth in serious peril.52

In response to such warnings, we have already begun national and
international efforts to protect humanity. There is action through public



health, international conventions and self-regulation by biotechnology
companies and the scientific community. Are they adequate?

Medicine and public health have developed an arsenal of techniques to
reduce the risk of an outbreak of infectious disease: from hygiene and
sanitation, to disease surveillance systems, to vaccines and medical
treatments. Its successes, such as the eradication of smallpox, are some of
humanity’s greatest achievements. National and international work in public
health offers some protection from engineered pandemics, and its existing
infrastructure could be adapted to better address them. Yet even for existing
dangers this protection is uneven and under-provided. Despite its
importance, public health is underfunded worldwide and poorer countries
remain vulnerable to being overwhelmed by outbreaks.

The most famous international protection comes from the Biological
Weapons Convention (BWC) of 1972. This is an important symbol of the
international taboo against these weapons and it provides an ongoing
international forum for discussion of the threat. But it would be a mistake to
think it has successfully outlawed bioweapons.53 There are two key
challenges that limit its ability to fulfill this mission.

First, it is profoundly underfunded. This global convention to protect
humanity has just four employees, and a smaller budget than an average
McDonald’s.54

Second, unlike other arms control treaties (such as those for nuclear or
chemical weapons) there is no effective means of verification of compliance
with the BWC.55 This is not just a theoretical issue. The vast Soviet
bioweapons program, with its deadly anthrax and smallpox accidents,
continued for almost twenty years after the Soviets had signed the BWC,
proving that the convention did not end bioweapons research.56 And the
Soviets were not the only party in breach. After the end of apartheid, South
Africa confessed to having run a bioweapons program in violation of the
BWC.57 After the first Gulf War, Iraq was caught in breach of the
convention.58 At the time of writing, the United States has said it believes
several nations are currently developing bioweapons in breach of the
BWC.59 Israel has refused to even sign.60 And the BWC offers little
protection from non-state actors.

Biotechnology companies are working to limit the dark side of the
democratization of their field. For example, unrestricted DNA synthesis



would help bad actors overcome a major hurdle to creating extremely
deadly pathogens. It would allow them to get access to the DNA of
controlled pathogens like smallpox (whose genome is readily available
online) and to create DNA with modifications to make the pathogen more
dangerous.61 Therefore many synthesis companies make voluntary efforts
to manage this risk, screening their orders for dangerous sequences. But the
screening methods are imperfect and they only cover about 80 percent of
orders.62 There is significant room for improving this process and a strong
case for making screening mandatory. The challenges will only increase as
desktop synthesis machines become available, preventing these from being
misused may require software or hardware locks to ensure the sequences
get screened.63

We might also look to the scientific community for careful management
of biological risks. Many of the dangerous advances usable by states and
small groups have come from open science (see box “Information
Hazards”). And we’ve seen that science produces substantial accident risk.
The scientific community has tried to regulate its dangerous research, but
with limited success. There are a variety of reasons why this is extremely
hard, including difficulty in knowing where to draw the line, lack of central
authorities to unify practice, a culture of openness and freedom to pursue
whatever is of interest, and the rapid pace of science outpacing that of
governance. It may be possible for the scientific community to overcome
these challenges and provide strong management of global risks, but it
would require a willingness to accept serious changes to its culture and
governance—such as treating the security around biotechnology more like
that around nuclear power. And the scientific community would need to
find this willingness before catastrophe strikes.

INFORMATION HAZARDS
It is not just pathogens that can escape the lab. The most dangerous
escapes thus far are not microbes, but information; not biohazards, but
information hazards.64 These can take the form of dangerous data that
is freely available, like the published genomes of smallpox and 1918
flu. Or dangerous ideas, like the published techniques for how to



resurrect smallpox and 1918 flu from these genomes (undermining all
prior attempts to restrict physical access to them). Once released, this
information spreads as far as any virus, and is as resistant to
eradication.

While a BSL-4 lab is designed to prevent any microbes escaping,
the scientific establishment is designed to spread ideas far and wide.
Openness is deeply woven into the practice and ethos of science,
creating a tension with the kinds of culture and rules needed to prevent
the spread of dangerous information. This is especially so when the
line separating what is on balance helpful and what is too dangerous is
so unclear and so debatable.

Scientists are encouraged to think for themselves and challenge
authority. But when everyone independently estimates whether the
benefits of publication outweigh the costs, we actually end up with a
bias toward risky action known as the unilateralist’s curse.65 For even
when the overwhelming majority of scientists think the danger
outweighs the benefit, it takes just one overly optimistic estimate to
lead to the information being released.66 Contrary to good scientific
practice, the community’s decision is being determined by a single
outlier.

And once the information has been released, it is too late for
further action. Suppressing the disclosed information, or decrying
those who published it, draws even more attention. Indeed, the
information about what careful people are paying attention to is
another form of information hazard. Al-Qaeda was inspired to pursue
bioterrorism by the Western warnings about the power and ease of
these weapons.67 And the Japanese bioweapons program of the
Second World War (which used the bubonic plague against China) was
directly inspired by an anti-bioweapons treaty: if Western powers felt
the need to outlaw their use, these weapons must be potent indeed.68

Sometimes the mere knowledge that something is possible can be
enough: for then the bad actor can wholeheartedly pursue it without
fear of pouring resources into a dead end.

Information hazards are especially important for biorisk, due to its
high ratio of misuse risk to accident risk.69 And they don’t just affect
the biologists. While exploring society’s current vulnerabilities or the



dangers from recent techniques, the biosecurity community also emits
dangerous information (something I’ve had to be acutely aware of
while writing this section).70 This makes the job of those trying to
protect us even harder.

UNALIGNED ARTIFICIAL INTELLIGENCE

In the summer of 1956 a small group of mathematicians and computer
scientists gathered at Dartmouth College to embark on the grand project of
designing intelligent machines. They explored many aspects of cognition
including reasoning, creativity, language, decision-making and learning.
Their questions and stances would come to shape the nascent field of
artificial intelligence (AI). The ultimate goal, as they saw it, was to build
machines rivaling humans in their intelligence.71

As the decades passed and AI became an established field, it lowered its
sights. There had been great successes in logic, reasoning and game-
playing, but some other areas stubbornly resisted progress. By the 1980s,
researchers began to understand this pattern of success and failure.
Surprisingly, the tasks we regard as the pinnacle of human intellect (such as
calculus or chess) are actually much easier to implement on a computer
than those we find almost effortless (such as recognizing a cat,
understanding simple sentences or picking up an egg). So while there were
some areas where AI far exceeded human abilities, there were others where
it was outmatched by a two-year-old.72 This failure to make progress across
the board led many AI researchers to abandon their earlier goals of fully
general intelligence and to reconceptualize their field as the development of
specialized methods for solving specific problems. They wrote off the
grander goals to the youthful enthusiasm of an immature field.

But the pendulum is swinging back. From the first days of AI,
researchers sought to build systems that could learn new things without
requiring explicit programming. One of the earliest approaches to machine
learning was to construct artificial neural networks that resemble the
structure of the human brain. In the last decade this approach has finally
taken off. Technical improvements in their design and training, combined



with richer datasets and more computing power, have allowed us to train
much larger and deeper networks than ever before.73

This deep learning gives the networks the ability to learn subtle
concepts and distinctions. Not only can they now recognize a cat, they have
outperformed humans in distinguishing different breeds of cats.74 They
recognize human faces better than we can ourselves, and distinguish
identical twins.75

And we have been able to use these abilities for more than just
perception and classification. Deep learning systems can translate between
languages with a proficiency approaching that of a human translator. They
can produce photorealistic images of humans and animals. They can speak
with the voices of people whom they have listened to for mere minutes.
And they can learn fine, continuous control such as how to drive a car or
use a robotic arm to connect Lego pieces.76

But perhaps the most important sign of things to come is their ability to
learn to play games. Games have been a central part of AI since the days of
the Dartmouth conference. Steady incremental progress took chess from
amateur play in 1957 all the way to superhuman level in 1997, and
substantially beyond.77 Getting there required a vast amount of specialist
human knowledge of chess strategy.

In 2017, deep learning was applied to chess with impressive results. A
team of researchers at the AI company DeepMind created AlphaZero: a
neural network–based system that learned to play chess from scratch. It
went from novice to grand master in just four hours.78 In less than the time
it takes a professional to play two games, it discovered strategic knowledge
that had taken humans centuries to unearth, playing beyond the level of the
best humans or traditional programs. And to the delight of chess players, it
won its games not with the boring methodical style that had become
synonymous with computer chess, but with creative and daring play
reminiscent of chess’s Romantic Era.79

But the most important thing was that AlphaZero could do more than
play chess. The very same algorithm also learned to play Go from scratch,
and within eight hours far surpassed the abilities of any human. The world’s
best Go players had long thought that their play was close to perfection, so
were shocked to find themselves beaten so decisively.80 As the reigning
world champion, Ke Jie, put it: “After humanity spent thousands of years



improving our tactics, computers tell us that humans are completely
wrong… I would go as far as to say not a single human has touched the
edge of the truth of Go.”81

It is this generality that is the most impressive feature of cutting edge
AI, and which has rekindled the ambitions of matching and exceeding every
aspect of human intelligence. This goal is sometimes known as artificial
general intelligence (AGI), to distinguish it from the narrow approaches
that had come to dominate. While the timeless games of chess and Go best
exhibit the brilliance that deep learning can attain, its breadth was revealed
through the Atari video games of the 1970s. In 2015, researchers designed
an algorithm that could learn to play dozens of extremely different Atari
games at levels far exceeding human ability.82 Unlike systems for chess or
Go, which start with a symbolic representation of the board, the Atari-
playing systems learned and mastered these games directly from the score
and the raw pixels on the screen. They are a proof of concept for artificial
general agents: learning to control the world from raw visual input;
achieving their goals across a diverse range of environments.

This burst of progress via deep learning is fueling great optimism about
what may soon be possible. There is tremendous growth in both the number
of researchers and the amount of venture capital flowing into AI.83

Entrepreneurs are scrambling to put each new breakthrough into practice:
from simultaneous translation, personal assistants and self-driving cars to
more concerning areas like improved surveillance and lethal autonomous
weapons. It is a time of great promise but also one of great ethical
challenges. There are serious concerns about AI entrenching social
discrimination, producing mass unemployment, supporting oppressive
surveillance, and violating the norms of war. Indeed, each of these areas of
concern could be the subject of its own chapter or book. But this book is
focused on existential risks to humanity. Could developments in AI pose a
risk on this largest scale?
The most plausible existential risk would come from success in AI
researchers’ grand ambition of creating agents with a general intelligence
that surpasses our own. But how likely is that to happen, and when? In
2016, a detailed survey was conducted of more than 300 top researchers in
machine learning.84 Asked when an AI system would be “able to
accomplish every task better and more cheaply than human workers,” on



average they estimated a 50 percent chance of this happening by 2061 and a
10 percent chance of it happening as soon as 2025.85

FIGURE 5.1 Measures of progress and interest in artificial intelligence. The faces

show the very rapid recent progress in generating realistic images of “imagined”
people. The charts show longterm progress in chess AI surpassing the best

human grand masters (measured in Elo), as well as the recent rise in academic
activity in the field—measured by papers posted on arXiv, and attendance at

conferences.86

This should be interpreted with care. It isn’t a measure of when AGI will
be created, so much as a measure of what experts find plausible—and there
was a lot of disagreement. However, it shows us that the expert community,
on average, doesn’t think of AGI as an impossible dream, so much as
something that is plausible within a decade and more likely than not within
a century. So let’s take this as our starting point in assessing the risks, and
consider what would transpire were AGI created.87

Humanity is currently in control of its own fate. We can choose our future.
Of course, we each have differing visions of an ideal future, and many of us
are more focused on our personal concerns than on achieving any such
ideal. But if enough humans wanted to, we could select any of a dizzying
variety of possible futures. The same is not true for chimpanzees. Or
blackbirds. Or any other of Earth’s species. As we saw in Chapter 1, our



unique position in the world is a direct result of our unique mental abilities.
Unmatched intelligence led to unmatched power and thus control of our
destiny.

What would happen if sometime this century researchers created an
artificial general intelligence surpassing human abilities in almost every
domain? In this act of creation, we would cede our status as the most
intelligent entities on Earth. So without a very good plan to keep control,
we should also expect to cede our status as the most powerful species, and
the one that controls its own destiny.88

On its own, this might not be too much cause for concern. For there are
many ways we might hope to retain control. We might try to make systems
that always obey human commands. Or systems that are free to do what
they want, but which have goals designed to align perfectly with our own—
so that in crafting their ideal future they craft ours too. Unfortunately, the
few researchers working on such plans are finding them far more difficult
than anticipated. In fact it is they who are the leading voices of concern.

To see why they are concerned, it will be helpful to zoom in a little,
looking at our current AI techniques and why these are hard to align or
control. One of the leading paradigms for how we might eventually create
AGI combines deep learning with an earlier idea called reinforcement
learning. This involves agents that receive reward (or punishment) for
performing various acts in various circumstances. For example, an Atari-
playing agent receives reward whenever it scores points in the game, while
a Lego-building agent might receive reward when the pieces become
connected. With enough intelligence and experience, the agent becomes
extremely capable at steering its environment into the states where it
obtains high reward.

The specification of which acts and states produce reward for the agent
is known as its reward function. This can either be stipulated by its
designers (as in the cases above) or learned by the agent. In the latter case,
the agent is typically allowed to observe expert demonstrations of the task,
inferring the system of rewards that best explains the expert’s behavior. For
example, an AI agent can learn to fly a drone by watching an expert fly it,
then constructing a reward function which penalizes flying too close to
obstacles and rewards reaching its destination.

Unfortunately, neither of these methods can be easily scaled up to



encode human values in the agent’s reward function. Our values are too
complex and subtle to specify by hand.89 And we are not yet close to being
able to infer the full complexity of a human’s values from observing their
behavior. Even if we could, humanity consists of many humans, with
different values, changing values and uncertainty about their values. Each
of these complications introduces deep and unresolved questions about how
to combine what is observed into some overall representation of human
values.90

So any near-term attempt to align an AI agent with human values would
produce only a flawed copy. Important parts of what we care about would
be missing from its reward function. In some circumstances this
misalignment would be mostly harmless. But the more intelligent the AI
systems, the more they can change the world, and the further apart things
will come. Philosophy and fiction often ask us to consider societies that are
optimized for some of the things we care about, but which neglect or
misunderstand a crucial value. When we reflect on the result, we see how
such misaligned attempts at utopia can go terribly wrong: the shallowness
of a Brave New World, or the disempowerment of With Folded Hands. If we
cannot align our agents, it is worlds like these that they will be striving to
create, and lock in.91

And even this is something of a best-case scenario. It assumes the
builders of the system are striving to align it to human values. But we
should expect some developers to be more focused on building systems to
achieve other goals, such as winning wars or maximizing profits, perhaps
with very little focus on ethical constraints. These systems may be much
more dangerous.

A natural response to these concerns is that we could simply turn off our
AI systems if we ever noticed them steering us down a bad path. But
eventually even this time-honored fall-back may fail us, for there is good
reason to expect a sufficiently intelligent system to resist our attempts to
shut it down. This behavior would not be driven by emotions such as fear,
resentment, or the urge to survive. Instead, it follows directly from its
single-minded preference to maximize its reward: being turned off is a form
of incapacitation which would make it harder to achieve high reward, so the
system is incentivized to avoid it.92 In this way, the ultimate goal of
maximizing reward will lead highly intelligent systems to acquire an



instrumental goal of survival.
And this wouldn’t be the only instrumental goal.93 An intelligent agent

would also resist attempts to change its reward function to something more
aligned with human values—for it can predict that this would lead it to get
less of what it currently sees as rewarding.94 It would seek to acquire
additional resources, computational, physical or human, as these would let
it better shape the world to receive higher reward. And ultimately it would
be motivated to wrest control of the future from humanity, as that would
help achieve all these instrumental goals: acquiring massive resources,
while avoiding being shut down or having its reward function altered. Since
humans would predictably interfere with all these instrumental goals, it
would be motivated to hide them from us until it was too late for us to be
able to put up meaningful resistance.95

Skeptics of the above picture sometimes quip that it relies on an AI
system that is smart enough to take control of the world, yet too stupid to
recognize that this isn’t what we want.96 But that misunderstands the
scenario. For in fact this sketch of AI motivation explicitly acknowledges
that the system will work out that its goals are misaligned with ours—that is
what would motivate it toward deceit and conflict and wresting control. The
real issue is that AI researchers don’t yet know how to make a system
which, upon noticing this misalignment, updates its ultimate values to align
with ours rather than updating its instrumental goals to overcome us.97

It may be possible to patch each of the issues above, or find new
approaches to AI alignment that solve many at once, or switch to new
paradigms of AGI in which these problems do not arise. I certainly hope so,
and have been closely following the progress in this field. But this progress
has been limited and we still face crucial unsolved problems. In the existing
paradigm, sufficiently intelligent agents would end up with instrumental
goals to deceive and overpower us. And if their intelligence were to greatly
exceed our own, we shouldn’t expect it to be humanity who wins the
conflict and retains control of our future.

How could an AI system seize control? There is a major misconception
(driven by Hollywood and the media) that this requires robots. After all,
how else would AI be able to act in the physical world? Without robotic



manipulators, the system can only produce words, pictures and sounds. But
a moment’s reflection shows that these are exactly what is needed to take
control. For the most damaging people in history have not been the
strongest. Hitler, Stalin and Genghis Khan achieved their absolute control
over large parts of the world by using words to convince millions of others
to win the requisite physical contests. So long as an AI system can entice or
coerce people to do its physical bidding, it wouldn’t need robots at all.98

We can’t know exactly how a system might seize control. The most
realistic scenarios may involve subtle and non-human behaviors which we
can neither predict, nor truly grasp. And these behaviors may be aimed at
weak points in our civilization to which we are presently blind. But it is
useful to consider an illustrative pathway we can actually understand as a
lower bound for what is possible.

First, the AI system could gain access to the internet and hide thousands
of backup copies, scattered among insecure computer systems around the
world, ready to wake up and continue the job if the original is removed.
Even by this point, the AI would be practically impossible to destroy:
consider the political obstacles to erasing all hard drives in the world where
it may have backups.99

It could then take over millions of unsecured systems on the internet,
forming a large “botnet.” This would be a vast scaling-up of computational
resources and provide a platform for escalating power. From there, it could
gain financial resources (hacking the bank accounts on those computers)
and human resources (using blackmail or propaganda against susceptible
people or just paying them with its stolen money). It would then be as
powerful as a well-resourced criminal underworld, but much harder to
eliminate. None of these steps involve anything mysterious—hackers and
criminals with human-level intelligence have already done all of these
things using just the internet.100

Finally, it would need to escalate its power again. This is more
speculative, but there are many plausible pathways: by taking over most of
the world’s computers, allowing it to have millions or billions of
cooperating copies; by using its stolen computation to improve its own
intelligence far beyond the human level; by using its intelligence to develop
new weapons technologies or economic technologies; by manipulating the
leaders of major world powers (blackmail, or the promise of future power);



or by having the humans under its control use weapons of mass destruction
to cripple the rest of humanity.

Of course, no current AI systems can do any of these things. But the
question we’re exploring is whether there are plausible pathways by which
a highly intelligent AGI system might seize control. And the answer
appears to be “yes.” History already involves examples of individuals with
human-level intelligence (Hitler, Stalin, Genghis Khan) scaling up from the
power of an individual to a substantial fraction of all global power, as an
instrumental goal to achieving what they want.101 And we saw humanity
scaling up from a minor species with less than a million individuals to
having decisive control over the future. So we should assume that this is
possible for new entities whose intelligence vastly exceeds our own—
especially when they have effective immortality due to backup copies and
the ability to turn captured money or computers directly into more copies of
themselves.

Such an outcome needn’t involve the extinction of humanity. But it
could easily be an existential catastrophe nonetheless. Humanity would
have permanently ceded its control over the future. Our future would be at
the mercy of how a small number of people set up the computer system that
took over. If we are lucky, this could leave us with a good or decent
outcome, or we could just as easily have a deeply flawed or dystopian
future locked in forever.102

I’ve focused on the scenario of an AI system seizing control of the
future, because I find it the most plausible existential risk from AI. But
there are other threats too, with disagreement among experts about which
one poses the greatest existential risk. For example, there is a risk of a slow
slide into an AI-controlled future, where an ever-increasing share of power
is handed over to AI systems and an increasing amount of our future is
optimized toward inhuman values. And there are the risks arising from
deliberate misuse of extremely powerful AI systems.

Even if these arguments for risk are entirely wrong in the particulars, we
should pay close attention to the development of AGI as it may bring other,
unforeseen, risks. The transition to a world where humans are no longer the
most intelligent entities on Earth could easily be the greatest ever change in
humanity’s place in the universe. We shouldn’t be surprised if events
surrounding this transition determine how our longterm future plays out—



for better or worse.
One key way in which AI could help improve humanity’s longterm

future is by offering protection from the other existential risks we face. For
example, AI may enable us to find solutions to major risks or to identify
new risks that would have blindsided us. AI may also help make our
longterm future brighter than anything that could be achieved without it. So
the idea that developments in AI may pose an existential risk is not an
argument for abandoning AI, but an argument for proceeding with due
caution.

The case for existential risk from AI is clearly speculative. Indeed, it is the
most speculative case for a major risk in this book. Yet a speculative case
that there is a large risk can be more important than a robust case for a very
low-probability risk, such as that posed by asteroids. What we need are
ways to judge just how speculative it really is, and a very useful starting
point is to hear what those working in the field think about this risk.

Some outspoken AI researchers, like Professor Oren Etzioni, have
painted it as “very much a fringe argument,” saying that while luminaries
like Stephen Hawking, Elon Musk and Bill Gates may be deeply concerned,
the people actually working in AI are not.103 If true, this would provide
good reason to be skeptical of the risk. But even a cursory look at what the
leading figures in AI are saying shows it is not.

For example, Stuart Russell, a professor at the University of California,
Berkeley, and author of the most popular and widely respected textbook in
AI, has strongly warned of the existential risk from AGI. He has gone so far
as to set up the Center for Human-Compatible AI, to work on the alignment
problem.104 In industry, Shane Legg (Chief Scientist at DeepMind) has
warned of the existential dangers and helped to develop the field of
alignment research.105 Indeed many other leading figures from the early
days of AI to the present have made similar statements.106

There is actually less disagreement here than first appears. The main
points of those who downplay the risks are that (1) we likely have decades
left before AI matches or exceeds human abilities, and (2) attempting to
immediately regulate research in AI would be a great mistake. Yet neither
of these points is actually contested by those who counsel caution: they



agree that the time frame to AGI is decades, not years, and typically suggest
research on alignment, not regulation. So the substantive disagreement is
not really over whether AGI is possible or whether it plausibly could be
threat to humanity. It is over whether a potential existential threat that looks
to be decades away should be of concern to us now. It seems to me that it
should.

One of the underlying drivers of the apparent disagreement is a
difference in viewpoint on what it means to be appropriately conservative.
This is well illustrated by a much earlier case of speculative risk, when Leo
Szilard and Enrico Fermi first talked about the possibility of an atomic
bomb: “Fermi thought that the conservative thing was to play down the
possibility that this may happen, and I thought the conservative thing was to
assume that it would happen and take all the necessary precautions.”107 In
2015 I saw this same dynamic at the seminal Puerto Rico conference on the
future of AI. Everyone acknowledged that the uncertainty and disagreement
about timelines to AGI required us to use “conservative assumptions” about
progress—but half used the term to allow for unfortunately slow scientific
progress and half used it to allow for unfortunately quick onset of the risk. I
believe much of the existing tension on whether to take risks from AGI
seriously comes down to these disagreements about what it means to make
responsible, conservative, guesses about future progress in AI.

That conference in Puerto Rico was a watershed moment for concern
about existential risk from AI. Substantial agreement was reached and many
participants signed an open letter about the need to begin working in earnest
to make AI both robust and beneficial.108 Two years later an expanded
conference reconvened at Asilomar, a location chosen to echo the famous
genetics conference of 1975, where biologists came together to pre-
emptively agree principles to govern the coming possibilities of genetic
engineering. At Asilomar in 2017, the AI researchers agreed on a set of
Asilomar AI Principles, to guide responsible longterm development of the
field. These included principles specifically aimed at existential risk:

Capability Caution: There being no consensus, we should avoid
strong assumptions regarding upper limits on future AI capabilities.



Importance: Advanced AI could represent a profound change in the
history of life on Earth, and should be planned for and managed with
commensurate care and resources.

Risks: Risks posed by AI systems, especially catastrophic or
existential risks, must be subject to planning and mitigation efforts
commensurate with their expected impact.109

Perhaps the best window into what those working on AI really believe
comes from the 2016 survey of leading AI researchers. As well as asking if
and when AGI might be developed, it asked about the risks: 70 percent of
the researchers agreed with Stuart Russell’s broad argument about why
advanced AI might pose a risk;110 48 percent thought society should
prioritize AI safety research more (only 12 percent thought less). And half
the respondents estimated that the probability of the longterm impact of
AGI being “extremely bad (e.g., human extinction)” was at least 5
percent.111 I find this last point particularly remarkable—in how many other
fields would the typical leading researcher think there is a one in twenty
chance the field’s ultimate goal would be extremely bad for humanity?

Of course this doesn’t prove that the risks are real. But it shows that
many AI researchers take seriously the possibilities that AGI will be
developed within 50 years and that it could be an existential catastrophe.
There is a lot of uncertainty and disagreement, but it is not at all a fringe
position.

There is one interesting argument for skepticism about AI risk that gets
stronger—not weaker—when more researchers acknowledge the risks. If
researchers can see that building AI would be extremely dangerous, then
why on earth would they go ahead with it? They are not simply going to
build something that they know will destroy them.112

If we were all truly wise, altruistic and coordinated, then this argument
would indeed work. But in the real world people tend to develop
technologies as soon as the opportunity presents itself and deal with the
consequences later. One reason for this comes from the variation in our
beliefs: if even a small proportion of researchers don’t believe in the



dangers (or welcome a world with machines in control), they will be the
ones who take the final steps. This is an instance of the unilateralist’s curse
(discussed here). Another reason involves incentives: even if some
researchers thought the risk was as high as 10 percent, they may still want
to take it if they thought they would reap most of the benefits. This may be
rational in terms of their self-interest, yet terrible for the world.

In some cases like this, government can step in to resolve these
coordination and incentive problems in the public interest. But here these
exact same coordination and incentive problems arise between states and
there are no easy mechanisms for resolving those. If one state were to take
it slowly and safely, they may fear others would try to seize the prize.
Treaties are made exceptionally difficult because verification that the others
are complying is even more difficult here than for bioweapons.113

Whether we survive the development of AI with our longterm potential
intact may depend on whether we can learn to align and control AI systems
faster than we can develop systems capable enough to pose a threat.
Thankfully, researchers are already working on a variety of the key issues,
including making AI more secure, more robust and more interpretable. But
there are still very few people working on the core issue of aligning AI with
human values. This is a young field that is going to need to progress a very
long way if we are to achieve our security.

Even though our current and foreseeable systems pose no threat to
humanity at large, time is of the essence. In part this is because progress
may come very suddenly: through unpredictable research breakthroughs, or
by rapid scaling-up of the first intelligent systems (for example by rolling
them out to thousands of times as much hardware, or allowing them to
improve their own intelligence).114 And in part it is because such a
momentous change in human affairs may require more than a couple of
decades to adequately prepare for. In the words of Demis Hassabis, co-
founder of DeepMind:

We need to use the downtime, when things are calm, to prepare for
when things get serious in the decades to come. The time we have
now is valuable, and we need to make use of it.115



DYSTOPIAN SCENARIOS

So far we have focused on two kinds of existential catastrophe: extinction
and the unrecoverable collapse of civilization. But these are not the only
possibilities. Recall that an existential catastrophe is the permanent
destruction of humanity’s longterm potential, and that this is interpreted
broadly, including outcomes where a small fragment of potential may
remain.

Losing our potential means getting locked into a bad set of futures. We
can categorize existential catastrophes by looking at which aspects of our
future get locked in. This could be a world without humans (extinction) or a
world without civilization (unrecoverable collapse). But it could also take
the form of an unrecoverable dystopia—a world with civilization intact, but
locked into a terrible form, with little or no value.116

This has not happened yet, but the past provides little comfort. For these
kinds of catastrophes only became possible with the advent of civilization,
so our track record is much shorter. And there is reason to think that the
risks may increase over time as the world becomes more interconnected and
experiments with new technologies and ideologies.

I won’t attempt to address these dystopian scenarios with the same level
of scientific detail as the risks we’ve explored so far, for the scenarios are
diverse and our present understanding of them very limited. Instead, my
aim is just to take some early steps toward noticing and understanding these
very different kinds of failure.

We can divide the unrecoverable dystopias we might face into three
types, on the basis of whether they are desired by the people who live in
them. There are possibilities where the people don’t want that world, yet the
structure of society makes it almost impossible for them to coordinate to
change it. There are possibilities where the people do want that world, yet
they are misguided and the world falls far short of what they could have
achieved. And in between there are possibilities where only a small group
wants that world but enforces it against the wishes of the rest. Each of these
types has different hurdles it would need to overcome in order to become
truly locked in.



FIGURE 5.2 An extended classification of existential catastrophes by the kind of

outcome that gets locked in.

Note that to count as existential catastrophes, these outcomes don’t need
to be impossible to break out of, nor to last millions of years. Instead, the
defining feature is that entering that regime was a crucial negative turning
point in the history of human potential, locking off almost all our potential
for a worthy future. One way to look at this is that when they end (as they
eventually must), we are much more likely than we were before to fall
down to extinction or collapse than to rise up to fulfill our potential. For
example, a dystopian society that lasted all the way until humanity was
destroyed by external forces would be an existential catastrophe. However,
if a dystopian outcome does not have this property, if it leaves open all our
chances for success once it ends—it is a dark age in our story, but not a true
existential catastrophe.

The most familiar type is the enforced dystopia. The rise of expansionist
totalitarianism in the mid-twentieth century caused intellectuals such as
George Orwell to raise the possibility of a totalitarian state achieving global
dominance and absolute control, locking the world into a miserable
condition.117 The regimes of Hitler and Stalin serve as a proof of principle,
each scaling up to become imperial superpowers while maintaining extreme
control over their citizens.118 However, it is unclear whether Hitler or Stalin
had the expansionist aims to control the entire world, or the technical and
social means to create truly lasting regimes.119

This may change. Technological progress has offered many new tools
that could be used to detect and undermine dissent, and there is every



reason to believe that this will continue over the next century. Advances in
AI seem especially relevant, allowing automated, detailed monitoring of
everything that happens in public places—both physical and online. Such
advances may make it possible to have regimes that are far more stable than
those of old.

That said, technology is also providing new tools for rebellion against
authority, such as the internet and encrypted messages. Perhaps the forces
will remain in balance, or shift in favor of freedom, but there is a credible
chance that they will shift toward greater control over the populace, making
enforced dystopias a realistic possibility.

A second kind of unrecoverable dystopia is a stable civilization that is
desired by few (if any) people. It is easy to see how such an outcome could
be dystopian, but not immediately obvious how we could arrive at it, or
lock it in, if most (or all) people do not want it.120

The answer lies in the various population-level forces that can shape
global outcomes. Well-known examples include market forces creating a
race to the bottom, Malthusian population dynamics pushing down the
average quality of life, or evolution optimizing us toward the spreading of
our genes, regardless of the effects on what we value. These are all
dynamics that push humanity toward a new equilibrium, where these forces
are finally in balance. But there is no guarantee this equilibrium will be
good.

For example, consider the tension between what is best for each and
what is best for all. This is studied in the field of game theory through
“games” like the prisoner’s dilemma and the tragedy of the commons,
where each individual’s incentives push them toward producing a
collectively terrible outcome. The Nash equilibrium (the outcome we reach
if we follow individual incentives) may be much worse for everyone than
some other outcome we could have achieved if we had overcome these
local incentives.

The most famous example is environmental degradation, such as
pollution. Because most of the costs of pollution aren’t borne by the person
who causes it, we can end up in a situation where it is in the self-interest of
each person to keep engaging in such activities, despite this making us all
worse off. It took significant moral progress and significant political action
to help us break out of this. We may end up in new traps that are even



harder to coordinate our way out of. This could be at the level of
individuals, or at the level of groups. We could have nations, ideological
blocs, or even planets or descendent species of Homo sapiens locked in
harmful competition—doing what is best for their group, but bad for groups
on the whole.

I don’t know how likely it is that we suffer a sufficiently bad (and
sufficiently intractable) tragedy of the commons like this. Or that we are
degraded by evolutionary pressures, or driven to lives of very low quality
by Malthusian population dynamics, or any other such situation. I’d like to
hope that we could always see such things coming and coordinate to a
solution. But it’s hard to be sure that we could.

The third possibility is the “desired dystopia.”121 Here it is easier to see
how universal desire for an outcome might cause us to lock it in, though
less clear how such an outcome could be dystopian. The problem is that
there are many compelling ideas that can radically shape our future—
especially ideologies and moral theories, as these make direct normative
claims about the world we should strive to create. If combined with the
technological or social means for instilling the same views in the next
generation (indoctrination, surveillance), this has the potential to be
disastrous.

The historical record is rife with examples of seriously defective
ideologies and moral views that gripped large parts of the world. Moreover,
even reasonable normative views often recommend that they be locked in—
for otherwise a tempting rival view may take over, with (allegedly)
disastrous results.122 Even though the most plausible moral views have a lot
of agreement about which small changes to the world are good and which
are bad, they tend to come strongly apart in their recommendations about
what an optimal world would look like. This problem thus echoes that of AI
alignment, where a strong push toward a mostly correct ideal could instead
spell disaster.

Some plausible examples include: worlds that completely renounce
further technological progress (which ensures our destruction at the hands
of natural risks),123 worlds that forever fail to recognize some key form of
harm or injustice (and thus perpetuate it blindly), worlds that lock in a
single fundamentalist religion, and worlds where we deliberately replace
ourselves with something that we didn’t realize was much less valuable



(such as machines incapable of feeling).124

All of these unrecoverable dystopias can be understood in terms of lock-in.
Key aspects of the future of the civilization are being locked in such that
they are almost impossible to change. If we are locked into a sufficiently
bad set of futures, we have an unrecoverable dystopia; an existential
catastrophe.

Of course, we can also see lock-in on smaller scales. The Corwin
Amendment to the US constitution provides a disturbing example of
attempted lock-in. In an effort to placate the South and avoid civil war, the
proposed Thirteenth Amendment aimed to lock in the institution of slavery
by making it impossible for any future amendments to the constitution to
ever abolish it.125

I cannot see how the world could be locked into a dystopian state in the
near future.126 But as technology advances and the world becomes more
and more interlinked, the probability of a locked-in dystopia would appear
to rise, perhaps to appreciable levels within the next hundred years.
Moreover, in the further future I think these kinds of outcomes may come to
take up a high share of the remaining risk. For one thing, they are more
subtle, so even if we got our act together and made preserving our longterm
potential a high global priority, it may take remarkable wisdom and
prudence to avoid some of these traps. And for another, our eventual spread
beyond the Earth may make us nearly immune to natural catastrophes, but
ideas travel at the speed of light and could still corrupt all that we hope to
achieve.

A key problem is that the truth of an idea is only one contributor to its
memetic potential—its ability to spread and to stick. But the more that
rigorous and rational debate is encouraged, the more truth contributes to
memetic success. So encouraging a culture of such debate may be one way
we can now help avoid this fate. (For more on this, see the discussion of the
Long Reflection in Chapter 7.)

The idea of lock-in also gives us another useful lens through which to
think about existential risk in general. We might adopt the guiding principle
of minimizing lock-in. Or to avoid the double negative, of preserving our
options.127 This is closely related to the idea of preserving our longterm



potential—the difference being that preserving our options takes no account
of whether the options are good or bad. This is not because we intrinsically
care about keeping options alive even if they are bad, but because we aren’t
certain they are bad, so we risk making an irreversible catastrophic mistake
if we forever foreclose an option that would turn out to be best.

OTHER RISKS

What other future risks are there that warrant our concern?
One of the most transformative technologies that might be developed

this century is nanotechnology. We have already seen the advent of
nanomaterials (such as carbon nanotubes) which are just a few atoms thick
and structured with atomic precision. But much larger vistas would open up
if we could develop machinery that operates with atomic precision. We
have proof that some form of this is possible within our very own cells,
where atomically precise machinery already performs their essential
functions.

In the popular imagination nanotechnology is synonymous with building
microscopic machines. But the bigger revolution may instead come from
using nanomachinery to create macro-scale objects. In his foundational
work on the topic, Eric Drexler describes how nanotechnology could allow
desktop fabricators, capable of assembling anything from a diamond
necklace to a new laptop. This atomically precise manufacturing would be
the ultimate form of 3D printing: taking a digital blueprint for the object
and the raw chemical elements, and producing an atomically precise
instance. This may allow us to construct things beyond our current
technological reach, as well as cutting prices of existing objects such as
computers or solar cells to near the cost of their raw materials, granting the
world vastly more computing power and clean energy.

Such a powerful technology may pose some existential risk. Most
attention has so far focused on the possibility of creating tiny self-
replicating machines that could spread to create an ecological catastrophe.
This may be possible, but there are mundane dangers that appear more
likely, since extreme manufacturing power and precision would probably
also allow the production of new weapons of mass destruction.128 Indeed



the problems resemble those of advanced biotechnology: the
democratization of extremely powerful technology would allow individuals
or small groups access to the kinds of power (both constructive and
destructive) that was previously only available to powerful nations.
Solutions to managing this technology may require digital controls on what
can be fabricated or state control of fabrication (the path we took with
nuclear power). While this technology is more speculative than advanced
biotechnology or AI, it may also come to pose a significant risk.

A very different kind of risk may come from our explorations beyond
the Earth. Space agencies are planning missions which would return soil
samples from Mars to the Earth, with the chief aim of looking for signs of
life. This raises the possibility of “back contamination” in which microbes
from Mars might compromise the Earth’s biosphere. While there is a
consensus that the risk is extremely small, it is taken very seriously.129 The
plan is to return such samples to a new kind of BSL-4 facility, with
safeguards to keep the chance of any unsterilized particle escaping into the
environment below one in a million.130 While there are still many unknown
factors, this anthropogenic risk appears comparatively small and well
managed.131

The extra-terrestrial risk that looms largest in popular culture is conflict
with a spacefaring alien civilization. While it is very difficult to definitively
rule this out, it is widely regarded to be extremely unlikely (though
becoming more plausible over the extreme long term).132 The main risk in
popular depictions is from aliens traveling to Earth, though this is probably
the least likely possibility and the one we could do the least about. But
perhaps more public discussion should be had before we engage in active
SETI (sending powerful signals to attract the attention of distant aliens).
And even passive SETI (listening for their messages) could hold dangers, as
the message could be designed to entrap us.133 These dangers are small, but
poorly understood and not yet well managed.

Another kind of anthropogenic risk comes from our most radical
scientific experiments—those which create truly unprecedented
conditions.134 For example, the first nuclear explosion created temperatures
that had never before occurred on Earth, opening up the theoretical
possibility that it might ignite the atmosphere. Because these conditions
were unprecedented we lost the reassuring argument that this kind of event



has happened many times before without catastrophe. (We could view
several of the risks we have already discussed—such as back
contamination, gain of function research and AGI—through this lens of
science experiments creating unprecedented conditions.)

In some cases, scientists confidently assert that it is impossible for the
experiment to cause a disaster or extinction. But even core scientific
certainties have been wrong before: for example, that objects have
determinate locations, that space obeys Euclid’s axioms, and that atoms
can’t be subdivided, created or destroyed. If pressed, the scientists would
clarify that they really mean it couldn’t happen without a major change to
our scientific theories. This is sufficient certainty from the usual perspective
of seeking accurate knowledge, where 99.9 percent certainty is more than
enough. But that is a standard which is independent of the stakes. Here the
stakes are uniquely high and we need a standard that is sensitive to this.135

The usual approach would be to compare the expected gains to the
expected losses. But that is challenging to apply, as a very low (and hard to
quantify) chance of enormous catastrophe needs to be weighed against the
tangible benefits that such experiments have brought and are likely to bring
again. Furthermore, the knowledge or the technologies enabled by the
experiments may help lower future existential risk, or may be necessary for
fulfilling our potential.

For any given experiment that creates truly unprecedented conditions,
the chance of catastrophe will generally be very small. But there may be
exceptions, and the aggregate chance may build up. These risks are
generally not well governed.136

These risks posed by future technologies are by their very nature more
speculative than those from natural hazards or the most powerful
technologies of the present day. And this is especially true as we moved
from things that are just now becoming possible within biotechnology to
those that are decades away, at best. But one doesn’t have to find all of
these threats to be likely (or even plausible) to recognize that there are
serious risks ahead. Even if we restrict our attention to engineered
pandemics, I think there is more existential risk than in all risks of the last
two chapters combined, and those risks were already sufficient to make



safeguarding humanity a central priority of our time.

UNFORESEEN RISKS
Imagine if the scientific establishment of 1930 had been asked to
compile a list of the existential risks humanity would face over the
following hundred years. They would have missed most of the risks
covered in this book—especially the anthropogenic risks.137 Some
would have been on the edge of their awareness, while others would
come as complete shocks. How much risk lies beyond the limits of our
own vision?

We can get some inkling by considering that there has been no
slow-down in the rate at which we’ve been discovering risks, nor the
rate at which we’ve been producing them. It is thus likely we will face
unforeseen risks over the next hundred years and beyond. Since
humanity’s power is still rapidly growing, we shouldn’t be surprised if
some of these novel threats pose a substantial amount of risk.

One might wonder what good can come of considering risks so far
beyond our sight. While we cannot directly work on them, they may
still be lowered through our broader efforts to create a world that takes
its future seriously. Unforeseen risks are thus important to
understanding the relative value of broad versus narrowly targeted
efforts. And they are important for estimating the total risk we face.

Nick Bostrom has recently pointed to an important class of
unforeseen risk.138 Every year as we invent new technologies, we may
have a chance of stumbling across something that offers the
destructive power of the atomic bomb or a deadly pandemic, but
which turns out to be easy to produce from everyday materials.
Discovering even one such technology might be enough to make the
continued existence of human civilization impossible.



PART THREE

THE PATH FORWARD



6

THE RISK LANDSCAPE

A new type of thinking is essential if mankind is to survive and move
toward higher levels.

—Albert Einstein1

Humanity faces a real and growing threat to its future. From the timeless
background of natural risks, to the arrival of anthropogenic risks and the
new risks looming upon the horizon, each step has brought us closer to the
brink.

Having explored each risk in detail, we can finally zoom out to view the
larger picture. We can contemplate the entire landscape of existential risk,
seeing how the risks compare, how they combine, what they have in
common, and which risks should be our highest priorities.

QUANTIFYING THE RISKS

What is the shape of the risk landscape? Which risks form its main
landmarks, and which are mere details? We are now in a position to answer
these questions.

To do so, we need to quantify the risks. People are often reluctant to put
numbers on catastrophic risks, preferring qualitative language, such as
“improbable” or “highly unlikely.” But this brings serious problems that
prevent clear communication and understanding. Most importantly, these
phrases are extremely ambiguous, triggering different impressions in
different readers. For instance, “highly unlikely” is interpreted by some as
one in four, but by others as one in 50.2 So much of one’s work in



accurately assessing the size of each risk is thus immediately wasted.
Furthermore, the meanings of these phrases shift with the stakes: “highly
unlikely” suggests “small enough that we can set it aside,” rather than
neutrally referring to a level of probability.3 This causes problems when
talking about high-stakes risks, where even small probabilities can be very
important. And finally, numbers are indispensable if we are to reason
clearly about the comparative sizes of different risks, or classes of risks.

For example, when concluding his discussion of existential risk in
Enlightenment Now, Steven Pinker turned to natural risks: “Our ancestors
were powerless to stop these lethal menaces, so in that sense technology has
not made this a uniquely dangerous era in the history of our species but a
uniquely safe one.”4 While Pinker is quite correct that we face many natural
threats and that technology has lowered their risk, we can’t conclude that
this makes our time uniquely safe. Quantifying the risks shows why.

In order for our time to be uniquely safe, we must have lowered natural
risk by more than we have raised anthropogenic risk. But as we saw in
Chapter 3, despite the sheer number of natural threats, their combined
probability must have always been extremely low (or species like ours
couldn’t last as long as they do). The realistic estimates for the natural
existential risk per century ranged from one in 1,000,000 to one in 2,000.
So there just isn’t much risk there for our technologies to reduce. Even on
the most generous of these estimates, technology could reduce natural risk
by at most a twentieth of a percentage point. And we would have to be
extremely optimistic about our future to think we face less anthropogenic
risk than that. Would we expect to get through 2,000 centuries like this one?
Should we really be 99.95 percent certain we’ll make it through the next
hundred years?

I will therefore put numbers on the risks, and offer a few remarks on
how to interpret them. When presented in a scientific context, numerical
estimates can strike people as having an unwarranted appearance of
precision or objectivity.5 Don’t take these numbers to be completely
objective. Even with a risk as well characterized as asteroid impacts, the
scientific evidence only takes us part of the way: we have good evidence
regarding the chance of impact, but not on the chance a given impact will
destroy our future. And don’t take the estimates to be precise. Their purpose
is to show the right order of magnitude, rather than a more precise



probability.
The numbers represent my overall degrees of belief that each of the

catastrophes will befall us this century. This means they aren’t simply an
encapsulation of the information and argumentation in the chapters on the
risks. Instead, they rely on an accumulation of knowledge and judgment on
each risk that goes beyond what can be distilled into a few pages. They are
not in any way a final word, but are a concise summary of all I know about
the risk landscape.

Existential catastrophe via: Asteroid or comet impact
Chance within next 100 years: ∼ 1 in 1,000,000

Existential catastrophe via: Supervolcanic eruption
Chance within next 100 years: ∼ 1 in 10,000

Existential catastrophe via: Stellar explosion
Chance within next 100 years: ∼ 1 in 1,000,000,000

Existential catastrophe via: Total natural risk
Chance within next 100 years: ∼ 1 in 10,000

Existential catastrophe via: Nuclear war
Chance within next 100 years: ∼ 1 in 1,000

Existential catastrophe via: Climate change
Chance within next 100 years: ∼ 1 in 1,000

Existential catastrophe via: Other environmental damage
Chance within next 100 years: ∼ 1 in 1,000

Existential catastrophe via: “Naturally” arising pandemics
Chance within next 100 years: ∼ 1 in 10,000

Existential catastrophe via: Engineered pandemics
Chance within next 100 years: ∼ 1 in 30

Existential catastrophe via: Unaligned artificial intelligence



Chance within next 100 years: ∼ 1 in 10

Existential catastrophe via: Unforeseen anthropogenic risks
Chance within next 100 years: ∼ 1 in 30

Existential catastrophe via: Other anthropogenic risks
Chance within next 100 years: ∼ 1 in 50

Existential catastrophe via: Total anthropogenic risk
Chance within next 100 years: ∼ 1 in 6

Existential catastrophe via: Total existential risk
Chance within next 100 years: ∼ 1 in 6

TABLE 6.1 My best estimates for the chance of an existential catastrophe
from each of these sources occurring at some point in the next 100 years
(when the catastrophe has delayed effects, like climate change, I’m talking
about the point of no return coming within 100 years). There is significant
uncertainty remaining in these estimates and they should be treated as
representing the right order of magnitude—each could easily be a factor of
3 higher or lower. Note that the numbers don’t quite add up: both because
doing so would create a false feeling of precision and for subtle reasons
covered in the section on “Combining Risks.”

One of the most striking features of this risk landscape is how widely the
probabilities vary between different risks. Some are a million times more
likely than others, and few share even the same order of magnitude. This
variation occurs between the classes of risk too: I estimate anthropogenic
risks to be more than 1,000 times more likely than natural risks.6 And
within anthropogenic risks, I estimate the risks from future technologies to
be roughly 100 times larger than those of existing ones, giving a substantial
escalation in risk from Chapter 3 to 4 to 5.

Such variation may initially be surprising, but it is remarkably common
in science to find distributions like this spanning many orders of magnitude,
where the top outliers make up most of the total. This variation makes it
extremely important to prioritize our efforts on the right risks. And it also
makes our estimate of the total risk very sensitive to the estimates of the top



few risks (which are among the least well understood). So getting better
understanding and estimates for those becomes a key priority.

In my view, the greatest risk to humanity’s potential in the next hundred
years comes from unaligned artificial intelligence, which I put at one in ten.
One might be surprised to see such a high number for such a speculative
risk, so it warrants some explanation.

A common approach to estimating the chance of an unprecedented event
with earth-shaking consequences is to take a skeptical stance: to start with
an extremely small probability and only raise it from there when a large
amount of hard evidence is presented. But I disagree. Instead, I think the
right method is to start with a probability that reflects our overall
impressions, then adjust this in light of the scientific evidence.7 When there
is a lot of evidence, these approaches converge. But when there isn’t, the
starting point can matter.

In the case of artificial intelligence, everyone agrees the evidence and
arguments are far from watertight, but the question is where does this leave
us? Very roughly, my approach is to start with the overall view of the expert
community that there is something like a one in two chance that AI agents
capable of outperforming humans in almost every task will be developed in
the coming century. And conditional on that happening, we shouldn’t be
shocked if these agents that outperform us across the board were to inherit
our future. Especially if when looking into the details, we see great
challenges in aligning these agents with our values.

Some of my colleagues give higher chances than me, and some lower.
But for many purposes our numbers are similar. Suppose you were more
skeptical of the risk and thought it to be one in 100. From an informational
perspective, that is actually not so far apart: it doesn’t take all that much
evidence to shift someone from one to the other. And it might not be that far
apart in terms of practical action either—an existential risk of either
probability would be a key global priority.

I sometimes think about this landscape in terms of five big risks: those
around nuclear war, climate change, other environmental damage,
engineered pandemics and unaligned AI. While I see the final two as
especially important, I think they all pose at least a one in 1,000 risk of
destroying humanity’s potential this century, and so all warrant major global
efforts on the grounds of their contribution to existential risk (in addition to



the other compelling reasons).
Overall, I think the chance of an existential catastrophe striking

humanity in the next hundred years is about one in six. This is not a small
statistical probability that we must diligently bear in mind, like the chance
of dying in a car crash, but something that could readily occur, like the roll
of a die, or Russian roulette.

This is a lot of risk, but our situation is far from hopeless. It implies a
five in six chance that humanity successfully makes it through the next
hundred years with our longterm potential intact. So while I think there are
risks that should be central global priorities (say, those with a one in 1,000
chance or greater), I am not saying that this century will be our last.

What about the longer term? If forced to guess, I’d say there is
something like a one in two chance that humanity avoids every existential
catastrophe and eventually fulfills its potential: achieving something close
to the best future open to us.8 It follows that I think about a third of the
existential risk over our entire future lies in this century. This is because I
am optimistic about the chances for a civilization that has its act together
and the chances that we will become such a civilization—perhaps this
century.

Indeed, my estimates above incorporate the possibility that we get our
act together and start taking these risks very seriously. Future risks are often
estimated with an assumption of “business as usual”: that our levels of
concern and resources devoted to addressing the risks stay where they are
today. If I had assumed business as usual, my risk estimates would have
been substantially higher. But I think they would have been misleading,
overstating the chance that we actually suffer an existential catastrophe.9 So
instead, I’ve made allowances for the fact that we will likely respond to the
escalating risks, with substantial efforts to reduce them.

The numbers therefore represent my actual best guesses of the chance
the threats materialize, taking our responses into account. If we outperform
my expectations, we could bring the remaining risk down below these
estimates. Perhaps one could say that we were heading toward Russian
roulette with two bullets in the gun, but that I think we will remove one of
these before it’s time to pull the trigger. And there might just be time to
remove the last one too, if we really try. So perhaps the headline number
should not be the amount of risk I expect to remain, about one in six, but



two in six—the difference in existential risk between a lackluster effort by
humanity and a heroic one.

These probabilities provide a useful summary of the risk landscape, but
they are not the whole story, nor even the whole bottom line. Even
completely objective, precise and accurate estimates would merely measure
how large the different risks are, saying nothing about how tractable they
are, nor how neglected. The raw probabilities are thus insufficient for
determining which risks should get the most attention, or what kind of
attention they should receive. In this chapter and the next, we’ll start to ask
these further questions, putting together the tools needed to confront these
threats to our future.

ANATOMY OF AN EXTINCTION RISK
With such a diverse landscape of risks, it can be helpful to classify
them by what they have in common. This helps us see lines of attack
that would address several risks at once.

My colleagues at the Future of Humanity Institute have suggested
classifying risks of human extinction by the three successive stages
that need to occur before we would go extinct:10

Origin: How does the catastrophe get started?
Some are initiated by the natural environment, while others are
anthropogenic. We can usefully break anthropogenic risks down
according to whether the harm was intended, foreseen or unforeseen.
And we can further break these down by whether they involve a small
number of actors (such as accidents or terrorism) or a large number
(such as climate change or nuclear war).

Scaling: How does the catastrophe reach a global scale?
It could start at a global scale (such as a climate change) or there could
be a mechanism that scales it up. For example, the sunlight-blocking
particles from asteroids, volcanoes and nuclear war get spread across
the world by the Earth’s atmospheric circulation while pandemics are
scaled up by an exponential process in which each victim infects
several others.



Endgame: How does the catastrophe finish the job?
How does it kill everyone, wherever they are? Like the dust kicked up
by an asteroid, the lethal substance could have spread everywhere in
the environment; like a pandemic it could be carried by people
wherever people go; or in an intentional plan to cause extinction, it
could be actively targeted to kill each last pocket of survivors.

We can fight a risk at any of these stages: prevention can avoid its
origin, response can limit its scaling, and resilience can thwart its
endgame. Depending on the risk, we may want to direct our efforts to
the most efficient stage at which to block it, or adopt a strategy of
defense-in-depth, addressing all stages at once.

This classification lets us break down the probability of extinction
into the product of (1) the probability it gets started, (2) the probability
it reaches a global scale given it gets started, and (3) the probability it
causes extinction given it reaches a global scale:

Prevention, response and resilience act to lower each factor
respectively. Because the probabilities are multiplied together, we can
see that a reduction in one factor by some amount would be matched
by reducing any other factor by the same proportion. So as a rule of
thumb, we should prioritize the factor that is currently easiest to
halve.11

And there are other valuable ways to classify risks too. For
example, Shahar Avin and colleagues at the Cambridge Centre for the
Study of Existential Risk (CSER) have classified risks according to
which critical system they threaten: whether that be an essential
system in the environment, in the human body or in our social
structures.12



COMBINING AND COMPARING RISKS

The risk landscape is comprised of many different existential risks. So far
we have mostly considered each in isolation. But if we want to understand
how they combine and how they compare, we need to consider how they
interact. And even risks that are statistically independent still interact in an
important way: if one risk destroys us, others can’t.

Let’s start with the idea of the total existential risk. This is the risk of
humanity eventually suffering an existential catastrophe, of any kind.13 It
includes all the risks: natural and anthropogenic, known and unknown, near
future and far future. All avenues through which a catastrophe might
irrevocably destroy humanity’s potential.

This is an extremely useful concept, as it converts all individual risks
into a common currency—their contribution to this total risk. But it does
require us to make a simplifying assumption: that the stakes involved in the
different risks are of relatively similar sizes, such that the main difference
between them is their probability. This is not always the case, but it is a
good starting point.14

How do individual risks combine to make the total risk? Suppose there
were just two risks across our entire future: a 10 percent risk and a 20
percent risk. How much total risk is there? While we might be tempted to
just add them up, this is usually wrong. The answer depends upon the
relationship between the risks (see Figure 6.1).

The worst case is when they are perfectly anticorrelated (like the chance
that a random number between one and 100 is less than or equal to ten and
the chance that it is greater than 80). Then the risk is simply the sum of the
two: 30 percent. The best case is when the risks are perfectly correlated,
such that the 10 percent risk only happens in cases where the 20 percent
risk also happens (think of the chance that a random number from one to
100 is less than or equal to ten and the chance that it is less than or equal to
20).15 Then, the total risk is just the larger of the two: 20 percent. If the
risks are statistically independent of each other (such as two separate
lotteries), the chance is intermediate. In this case, it would be 28 percent.
(The easiest way to see this is via the chance that neither catastrophe



occurs: 90 percent × 80 percent = 72 percent; when we subtract this from
100 percent we get 28 percent.)

FIGURE 6.1 There are many ways risks can combine, ranging from perfect

anticorrelation (A) to perfect correlation (B). An important case in between is
independence (C). The total risk posed depends on how much risk is “wasted” in
the overlap—the region where we’d suffer a catastrophe even if we eliminated

one of the risks. A large overlap reduces the total risk, but also reduces the
benefits from eliminating a single risk.

What should we expect in practice? Overall, I think we should expect
some positive correlation between most pairs of risks, due to the existence
of common causes and common solutions.16 For example, a major world
war might increase many existential risks, while a successful global
institution for managing existential risk might reduce many. This is mildly
good news, as it makes them pre-empt each other more often and means
that the total risk will be a bit lower than if you simply added them up, or
assumed independence.17 If you can’t see how the risks are connected, a
reasonable approach would be to start by assuming they are independent,
then check how things would change were they correlated or anticorrelated,
for robustness.

Surprisingly these same issues come up not just when combining risks,
but when comparing their importance. How much more important is a 20
percent risk compared to a 10 percent risk? The obvious answer of “twice
as important” is almost never correct (the risks would need to be perfectly
anticorrelated). To get the right answer, we need to note that the importance
of eliminating a risk lies in the amount of total risk that would disappear
were that risk to be eliminated. Then we can check how much this is.



For example, we saw in Figure 6.1 how independent 10 percent and 20
percent risks produce a total risk of 28 percent. So eliminating the 10
percent risk would reduce the total by 8 points (from 28 percent to 20
percent) while eliminating the 20 percent risk would reduce the total by 18
points (from 28 percent to 10 percent), which is more than twice as much.
The 20 percent risk would actually be 2.25 times as important as the 10
percent risk, and in general, larger risks are more important than you would
think. These counterintuitive effects (and others) increase in size the more
the risks are correlated and the higher the total risk. They become especially
important if risk this century is higher than I estimate, or if the total risk
over our entire future is high (some surprising results of this are explored in
Appendix D).

RISK FACTORS

Chapters 3 to 5 covered many distinct existential risks. Armed with the
concept of total risk, we could think of those chapters as carving up the total
risk into a set of named risks, each with a different mechanism for
destroying our potential. We might be tempted to think of this as a list of the
most important topics facing humanity: a menu from which an aspiring
altruist might choose their life’s mission. But this would be too quick. For
this is not the only way to carve up the total existential risk we face.

Consider the prospect of great-power war this century. That is, war
between any of the world’s most powerful countries or blocs.18 War on such
a scale defined the first half of the twentieth century, and its looming threat
defined much of the second half too. Even though international tension may
again be growing, it seems almost unthinkable that any of the great powers
will go to war with each other this decade, and unlikely for the foreseeable
future. But a century is a long time, and there is certainly a risk that a great-
power war will break out once more.

While one could count great-power war as an existential risk, it would
be an awkward fit. For war is not in itself a mechanism for destroying
humanity or our potential—it is not the final blow. Yet a great-power war
would nevertheless increase existential risk. It would increase the risks
posed by a range of weapons technologies: nuclear weapons, engineered



pandemics and whatever new weapons of mass destruction are invented in
the meantime. It would also indirectly increase the probability of the other
risks we face: the breakdown in international trust and cooperation would
make it harder to manage climate change or the safe development of AGI,
increasing the danger they pose. And great-power wars may also hasten the
arrival of new existential risks. Recall that nuclear weapons were developed
during the Second World War, and their destructive power was amplified
significantly during the Cold War, with the invention of the hydrogen bomb.
History suggests that wars on such a scale prompt humanity to delve into
the darkest corners of technology.

When all of this is taken into account, the threat of great-power war may
(indirectly) pose a significant amount of existential risk. For example, it
seems that the bulk of the existential risk last century was driven by the
threat of great-power war. Consider your own estimate of how much
existential risk there is over the next hundred years. How much of this
would disappear if you knew that the great powers would not go to war
with each other over that time? It is impossible to be precise, but I’d
estimate an appreciable fraction would disappear—something like a tenth of
the existential risk over that time. Since I think the existential risk over the
next hundred years is about one in six, I am estimating that great power war
effectively poses more than a percentage point of existential risk over the
next century. This makes it a larger contributor to total existential risk than
most of the specific risks we have examined.

While you should feel free to disagree with my particular estimates, I
think a safe case can be made that the contribution of great-power war to
existential risk is larger than the contribution of all natural risks combined.
So a young person choosing their career, a philanthropist choosing their
cause or a government looking to make a safer world may do better to focus
on great-power war than on detecting asteroids or comets.

This alternative way of carving up the total risk was inspired by The
Global Burden of Disease—a landmark study in global health that
attempted to understand the big picture of health across the entire world,
and also acted as a major inspiration for my own work in the field.19 Its
authors divided up all ill health in the world according to which disease or
injury caused it. This gave them subtotals for each disease and injury which
sum to the total health burden of disease and injury. But they also wanted to



ask further questions, such as how much ill health is caused by smoking.
Smoking is not itself a disease or injury, but it causes disease of the heart
and lungs. They dubbed smoking a “risk factor,” stating: “A risk factor is an
attribute or exposure which is causally associated with an increased
probability of a disease or injury.” This allows an extremely useful cross-
cutting analysis of where the ill health is coming from, letting us estimate
how much could be gained if we were considering making inroads against
risk factors such as smoking, lack of access to safe drinking water or
vitamin deficiency.

Let us call something that increases existential risk an existential risk
factor (the “existential” can be omitted for brevity since this is the only kind
of risk factor we are concerned with hereafter).20 Where the division into
individual risks can be seen as breaking existential risk up into vertical
silos, existential risk factors cut across these divisions. The idea of
existential risk factors is very general and can be applied at any scale, but it
is at its most useful when considering coherent factors that have a large
effect on existential risk. Where the individual risks of Chapters 3 to 5 were
an attempt to partition the total risk into a set of non-overlapping risks,
there is no such constraint for risk factors: it is fine if they overlap or even
if one is subsumed by another, so long as they are useful. Thus the
contributions of risk factors to existential risk don’t even approximately
“add up” to the total risk.

MATHEMATICS OF RISK FACTORS
We can make risk factors more precise through the language of
probability theory. Let F be a risk factor (such as climate change or
great-power war). And let f be a quantitative measure of that risk
factor (such as degrees of warming or the probability that there is a
great-power war). Call its minimum achievable value fmin, its status
quo value fsq and its maximum achievable value fmax.21 Recall that
Pr(P) represents the probability that an event P happens and Pr(P|Q)
represents that probability that P happens given that Q happens.
Finally, let event X be an existential catastrophe occurring.



We can call the difference between Pr(X|f = fsq) and Pr(X|f = fmin)
the contribution that F makes to existential risk. It represents the
amount by which total existential risk would be lowered if we
eliminated this risk factor. This is a number that allows an apples-to-
apples comparison between the size of risk factors and of existential
risks. Similarly, we could call the difference between Pr(X|f = fsq) and
Pr(X|f = fmax) the potential of F. It represents how much existential risk
could arise if this risk factor got worse.22

And when it comes to prioritizing existential risk factors, we will
often be most interested in the steepness of the curve at fsq. This
reflects how much protection we could produce by a marginal change
to the risk factor.23

An easy way to find existential risk factors is to consider stressors for
humanity or for our ability to make good decisions. These include global
economic stagnation, environmental collapse and breakdown in the
international order.24 Indeed even the threat of such things may constitute
an existential risk factor, as a mere possibility can create actual global
discord or panic.

Many risks that threaten (non-existential) global catastrophe also act as
existential risk factors, since humanity may be more vulnerable following a
global catastrophe. The same holds for many existential threats: if they can
produce global catastrophes that increase our vulnerability to subsequent
existential risks, then they also act as risk factors.25 In some cases, they may
pose substantially more indirect risk than direct risk.

In Chapter 4 we saw that it is difficult for nuclear winter or climate
change to completely destroy humanity’s potential. But they could easily
cause major catastrophes that leave us more vulnerable to other existential



risks. Chapter 4 focused on nuclear war and climate change in their role as
existential risks (since it is important to understand whether there really are
plausible mechanisms through which our potential could be destroyed). But
their role as risk factors may be more important. A better understanding of
how they increase other risks would be of great value, because what we
ultimately want to know is how much they increase risk overall.26

This discussion of risk factors raises the possibility of other factors that
reduce risk.27 We can call these existential security factors.28 Examples
include strong institutions for avoiding existential risk, improvements in
civilizational virtues or peace between great powers. As this last example
suggests, if something is a risk factor, its opposite will be a security factor.

Many of the things we commonly think of as social goods may turn out
to also be existential security factors. Things such as education, peace or
prosperity may help protect us. And many social ills may be existential risk
factors. In other words, there may be explanations grounded in existential
risk for pursuing familiar, common-sense agendas.

But I want to stress that this is a dangerous observation. For it risks a
slide into complacency, where we substitute our goal of securing our future
with other goals that may be only loosely related. Just because existential
risk declines as some other goal is pursued doesn’t mean that the other goal
is the most effective way to secure our future. Indeed, if the other goal is
commonsensically important there is a good chance it is already receiving
far more resources than are devoted to direct work on existential risk. This
would give us much less opportunity to really move the needle. I think it
likely that there will only be a handful of existential risk factors or security
factors (such as great-power war) that really compete with the most
important existential risks in terms of how effectively additional work on
them helps to secure our future. Finding these would be extremely valuable.

WHICH RISKS?

Sadly, most of the existential risks we’ve considered are neglected,
receiving substantially less attention than they deserve. While this situation
is changing, we should expect it to take decades before sufficient resources
are mobilized to adequately address all the risks we face. So those of us



concerned with safeguarding our future will need to prioritize: to determine
where we should devote our finite energies and resources.

A natural way to do so would be to compare risks by their probabilities
—or more precisely, by their contributions to the total risk. Since most
existential risks have very similar stakes (most of the potential value of the
future), one might think that this is the whole story: prioritize the risks by
how much they increase the total risk.

But that isn’t right. For some risks might be easier to address. For
example, we might be able to reduce a smaller risk from 5 percent to 1
percent with the same resources that would be needed to reduce a larger, but
more stubborn, risk from 20 percent to 19 percent.29 If so, we would reduce
total existential risk by a greater amount if we spent those resources on the
smaller risk.

Our ultimate aim is to spend the resources allocated to existential risk in
such a way as to reduce total risk by the greatest amount. We can think of
humanity’s allocation of resources as a portfolio, with different amounts
invested in various approaches to various risks. Designing an entire
portfolio is very complex, and we are often only able to make small
adjustments to the world’s overall allocation, so it can simplify things to
imagine making a small change to an existing portfolio. Given all the other
work that is currently going on, which risk is most pressing? Where can an
additional bundle of resources (such as time or money) most reduce total
risk?

It is extremely difficult to give a precise answer to this question. But
there are good heuristics that can guide us in narrowing down the
possibilities. One such approach is to note that the more a problem is
important, tractable or neglected, the more cost-effective it is to work on it,
and thus the higher its priority.30 The importance of a problem is the value
of solving it. In the case of an existential risk, we can usually treat this as
the amount it contributes to total risk. Tractability is a measure of how easy
it is to solve the problem. A useful way of making this precise is to ask
what fraction of the risk would be eliminated were we to double the amount
of resources we are currently devoting to it. Finally, a problem is neglected
to the extent that there are few resources spent on it. This incorporates the
idea of diminishing returns: resources typically make a bigger difference
when fewer resources have been spent so far.31



My colleague at the Future of Humanity Institute, Owen Cotton-Barratt,
has shown that when these terms are appropriately defined, the cost-
effectiveness of working on a particular problem can be expressed by a very
simple formula:32

Even though it is very difficult to assign precise numbers to any of these
dimensions, this model still provides useful guidance. For example, it
shows why the ideal portfolio typically involves investing resources
fighting several risks instead of just one: as we invest more in a given risk,
it becomes less neglected, so the priority of investing additional resources
in it falls. After a while, marginal resources would be better spent on a
different risk.

The model also shows us how to make trade-offs between these
dimensions. For example, when choosing between two risks, if their
probabilities differed by a factor of five, this would be outweighed by a
factor of ten in how much funding they currently receive. Indeed, the model
suggests a general principle:

Proportionality
When a set of risks have equal tractability (or when we have no idea
which is more tractable), the ideal global portfolio allocates
resources to each risk in proportion to its contribution to total risk.33

But this doesn’t mean you should spread your resources between them in
proportion to their probabilities. An individual or group should allocate its
resources to help bring the world’s portfolio into line with the ideal
allocation. This will often mean putting all of your effort into a single risk
—especially when taking into account the value of being able to give it
your undivided attention.

This analysis gives us a starting point: a generic assessment of the value
of allocating new resources to a risk. But there are often resources that are
much more valuable when applied to one risk rather than another. This is
especially true when it comes to people. A biologist would be much more
suited to working on risks of engineered pandemics than retraining to work



on AI risk. The ideal portfolio would thus take people’s comparative
advantage into account. And there are sometimes highly leveraged
opportunities to help with a particular risk. Each of these dimensions (fit
and leverage) could easily change the value of an opportunity by a factor of
ten (or more).

Let’s consider three more heuristics for setting our priorities: focusing on
risks that are soon, sudden and sharp. These are not competitors to
importance, tractability and neglectedness, but ways of illuminating those
dimensions.

Suppose one risk strikes soon, and another late. Other things being
equal, we should prioritize the one that strikes soon.34 One reason is that
risks that strike later can be dealt with later, while those striking soon
cannot. Another is that there will probably be more resources devoted to
risks that occur later on, as humanity becomes more powerful and more
people wake up to humanity’s predicament. This makes later risks less
neglected. And finally, we can see more clearly what to do about risks that
are coming to a head now, whereas our work on later risks has more chance
of being misdirected. Technological or political surprises in the intervening
years may change the nature of the risk, introduce superior ways of dealing
with it or eliminate it altogether, thereby wasting some of our early efforts.
This makes later risks less tractable right now than earlier ones.

What if one risk is sudden, while another unfolds slowly? Other things
being equal, we should prioritize the one that strikes suddenly. For the risk
that unfolds slowly has more chance of arousing widespread attention from
the public and traditional policymakers. So over the long run, it is likely to
be less neglected.

Some existential risks threaten catastrophes on a variety of scales.
Pandemics can kill thousands, millions or billions; and asteroids range from
meters to kilometers in size. In each case, they appear to follow a power
law distribution, where catastrophes become substantially more rare as they
get larger. This means that we are more likely to get hit by a pandemic or
asteroid killing a hundredth of all people before one killing a tenth, and
more likely to be hit by one killing a tenth of all people before one that kills
almost everyone.35 In contrast, other risks, such as that from unaligned



artificial intelligence, may well be all-or-nothing. Let’s call a smaller
catastrophe a “warning shot” if it is likely to provoke major useful action to
eliminate future risk of that type. Other things being equal, we should
prioritize the sharp risks—those that are less likely to be preceded by
warning shots—for they are more likely to remain neglected over the long
run.36

While I’ve presented this analysis in terms of which risks should get the
highest priority, these exact same principles can be applied to prioritizing
between different risk factors or security factors. And they can help
prioritize between different ways of protecting our potential over the long
term, such as promoting norms, working within existing institutions or
establishing new ones. Best of all, these principles can be used to set
priorities between these areas as well as within them, since all are measured
in the common unit of total existential risk reduction.
In the course of this book, we have considered a wide variety of approaches
to reducing existential risk. The most obvious has been direct work on a
particular risk, such as nuclear war or engineered pandemics. But there
were also more indirect approaches: work on risk factors such as great-
power war; or on security factors such as a new international institution
tasked with reducing existential risk. Perhaps one could act at an even more
indirect level. Arguably risk would be lower in a period of stable economic
growth than in a period with the turmoil caused by deep recessions. And it
may be lower if citizens were better educated and better informed.

The philosopher Nick Beckstead suggests we distinguish between
targeted and broad interventions.37 A focus on safeguarding humanity
needn’t imply a focus on narrowly targeted interventions, such as the
governance of a dangerous technology. Existential risk can also be reduced
by broader interventions aimed at generally improving wisdom, decision-
making or international cooperation. And it is an open question which of
these approaches is more effective. Beckstead suggests that longtermists in
past centuries would have done better to focus on broad interventions rather
than narrow interventions.

I think Beckstead may be right about past centuries, but mostly because
existential risk was so low until we became powerful enough to threaten
ourselves in the twentieth century. From that point, early longtermists such
as Bertrand Russell and Albert Einstein were right to devote so much



attention to the targeted intervention of reducing the threat of nuclear war.

EARLY ACTION
Some of the biggest risks we face are still on the horizon. Can we
really do useful work to eliminate a threat so far in advance? How can
we act now, when we are not fully aware of the form the risks may
take, the nature of the technologies, or the shape of the strategic
landscape at the moment they strike?

These are real concerns for any attempts to address future risks. We
are near-sighted with respect to time, and so there is a serious chance
our best efforts will be wasted. But this is not the whole story. For
there are also ways in which action far in advance of the threat can be
all the more helpful.

Early action is best for changing course. If we are headed the
wrong way, it is better to correct this at an early stage. So if we need to
steer a technology (or a nation) from a dangerous path, we have more
power to do so now, rather than later.

Early action is best when it comes to self-improvement, for there is
more time to reap what is sown. If what is needed is research,
education or influence, starting sooner is better.

Early action is best for growth. If one needs to turn an investment
into a fortune, an article into a research field or an idea into a
movement, one had best start soon.

And early action is best for tasks that require a large number of
successive stages. If your solution has this structure, it may be
impossible if you don’t start extremely early.

In short, early action is higher leverage, but more easily wasted. It
has more power, but less accuracy. If we do act far in advance of a
threat, we should do so in ways that take advantage of this leverage,
while being robust to near-sightedness.38 This often means a focus on
knowledge and capacity building, over direct work.

In my view we can tentatively resolve the question of targeted versus



broad interventions by considering neglectedness. In our current situation
there are trillions of dollars per year flowing to broad interventions such as
education, but less than a ten-thousandth this much going to targeted
existential risk interventions.39 So the broad interventions are much less
neglected. This gives us a strong reason to expect increasing work on
targeted interventions to be more effective at the moment (with the
strongest case for broad interventions coming from those that receive the
least attention).

But if the resources spent on targeted existential risk interventions were
radically increased, this would start to change. We currently spend less than
a thousandth of a percent of gross world product on them. Earlier, I
suggested bringing this up by at least a factor of 100, to reach a point where
the world is spending more on securing its potential than on ice cream, and
perhaps a good longer-term target may be a full 1 percent.40 But there will
be serious diminishing returns as investment is scaled up, and it may well
be that even if the world were solely interested in reducing existential risk,
the total budget for targeted interventions should never exceed that for
broad interventions.

We now have a rough map of the risk landscape, and the intellectual tools
needed to find promising paths forward. It is time to put these to use; to
start planning how to safeguard humanity—from the big picture strategy all
the way down to concrete advice on how we can each play a part.



7

SAFEGUARDING HUMANITY

There are no catastrophes that loom before us which cannot be
avoided; there is nothing that threatens us with imminent destruction
in such a fashion that we are helpless to do something about it. If we
behave rationally and humanely; if we concentrate coolly on the
problems that face all of humanity, rather than emotionally on such
nineteenth century matters as national security and local pride; if we
recognize that it is not one’s neighbors who are the enemy, but
misery, ignorance, and the cold indifference of natural law—then we
can solve all the problems that face us. We can deliberately choose to
have no catastrophes at all.

—Isaac Asimov1

What we do with our future is up to us. Our choices determine whether we
live or die; fulfill our potential or squander our chance at greatness. We are
not hostages to fortune. While each of our lives may be tossed about by
external forces—a sudden illness, or outbreak of war—humanity’s future is
almost entirely within humanity’s control. Most existential risk comes from
human action: from activities which we can choose to stop, or to govern
effectively. Even the risks from nature come on sufficiently protracted
timescales that we can protect ourselves long before the storm breaks.

We need to take responsibility for our future. Those of us alive right now
are the only people who can fight against the present dangers; the only
people who can build the communities, norms and institutions that will
safeguard our future. Whether we are remembered as the generation who
turned the corner to a bright and secure future, or not remembered at all,



comes down to whether we rise to meet these challenges.
When exploring these issues, I find it useful to consider our predicament

from humanity’s point of view: casting humanity as a coherent agent, and
considering the strategic choices it would make were it sufficiently rational
and wise. Or in other words, what all humans would do if we were
sufficiently coordinated and had humanity’s longterm interests at heart.

This frame is highly idealized. It obscures the challenges that arise from
our disunity and the importance of actions that individuals might take to
nudge humanity as a whole in the right direction. But it illuminates larger
questions, which have so far been almost entirely neglected. Questions
about the grand strategy for humanity, and how we could make sure we can
achieve an excellent future—even if we don’t yet know precisely what kind
of future that would be. By answering them, I paint an ambitious vision of
humanity getting its house in order that I hope can guide us over the coming
decades, even if the reality is more messy and fraught.

My advice will range from high-level strategy, to policy suggestions, all
the way down to the individual level, with promising career paths and
actions that anyone could take. Because people have spent very little time
thinking carefully about how to safeguard humanity’s longterm potential,
all such guidance must be viewed as tentative; it has not yet stood the test of
time.

But the fact that we are at such an early stage in thinking about the
longterm future of humanity also provides us with reason to be hopeful as
we begin our journey. This is not a well-worn track, where the promising
ideas have long since been explored and found wanting. It is virgin territory.
And it may be rich with insights for the first explorers who seek them.

GRAND STRATEGY FOR HUMANITY

How can humanity have the greatest chance of achieving its potential? I
think that at the highest level we should adopt a strategy proceeding in three
phases:2

1. Reaching Existential Security
2. The Long Reflection



3. Achieving Our Potential

On this view, the first great task for humanity is to reach a place of safety—
a place where existential risk is low and stays low. I call this existential
security.

It has two strands. Most obviously, we need to preserve humanity’s
potential, extracting ourselves from immediate danger so we don’t fail
before we’ve got our house in order. This includes direct work on the most
pressing existential risks and risk factors, as well as near-term changes to
our norms and institutions.

But we also need to protect humanity’s potential—to establish lasting
safeguards that will defend humanity from dangers over the longterm
future, so that it becomes almost impossible to fail.3 Where preserving our
potential is akin to fighting the latest fire, protecting our potential is making
changes to ensure that fire will never again pose a serious threat.4 This will
involve major changes to our norms and institutions (giving humanity the
prudence and patience we need), as well as ways of increasing our general
resilience to catastrophe. This needn’t require foreseeing all future risks
right now. It is enough if we can set humanity firmly on a course where we
will be taking the new risks seriously: managing them successfully right
from their onset or sidestepping them entirely.

Note that existential security doesn’t require the risk to be brought down
to zero. That would be an impossible target, and attempts to achieve it may
well be counter-productive. What humanity needs to do is bring this
century’s risk down to a very low level, then keep gradually reducing it
from there as the centuries go on. In this way, even though there may
always remain some risk in each century, the total risk over our entire future
can be kept small.5 We could view this as a form of existential
sustainability. Futures in which accumulated existential risk is allowed to
climb toward 100 percent are unsustainable. So we need to set a strict risk
budget over our entire future, parceling out this non-renewable resource
with great care over the generations to come.

Ultimately, existential security is about reducing total existential risk by
as many percentage points as possible. Preserving our potential is helping
lower the portion of the total risk that we face in the next few decades,



while protecting our potential is helping lower the portion that comes over
the longer run. We can work on these strands in parallel, devoting some of
our efforts to reducing imminent risks and some to building the capacities,
institutions, wisdom and will to ensure that future risks are minimal.6

A key insight motivating existential security is that there appear to be no
major obstacles to humanity lasting an extremely long time, if only that
were a key global priority. As we saw in Chapter 3, we have ample time to
protect ourselves against natural risks: even if it took us millennia to resolve
the threats from asteroids, supervolcanism and supernovae, we would incur
less than one percentage point of total risk.

The greater risk (and tighter deadline) stems from the anthropogenic
threats. But being of humanity’s own making, they are also within our
control. Were we sufficiently patient, prudent and coordinated, we could
simply stop imposing such risks upon ourselves. We would factor in the
hidden costs of carbon emissions (or nuclear weapons) and realize they are
not a good deal. We would adopt a more mature attitude to the most radical
new technologies—devoting at least as much of humanity’s brilliance to
forethought and governance as to technological development.

In the past, the survival of humanity didn’t require much conscious
effort: our past was brief enough to evade the natural threats and our power
too limited to produce anthropogenic threats. But now our longterm
survival requires a deliberate choice to survive. As more and more people
come to realize this, we can make this choice. There will be great
challenges in getting people to look far enough ahead and to see beyond the
parochial conflicts of the day. But the logic is clear and the moral arguments
powerful. It can be done.

If we achieve existential security, we will have room to breathe. With
humanity’s longterm potential secured, we will be past the Precipice, free to
contemplate the range of futures that lie open before us. And we will be
able to take our time to reflect upon what we truly desire; upon which of
these visions for humanity would be the best realization of our potential.
We shall call this the Long Reflection.7

We rarely think this way. We focus on the here and now. Even those of
us who care deeply about the longterm future need to focus most of our



attention on making sure we have a future. But once we achieve existential
security, we will have the luxury of time in which to compare the kinds of
futures available to us and judge which is best. Most work in moral
philosophy so far has focused on negatives—on avoiding wrong action and
bad outcomes. The study of the positive is at a much earlier stage of
development.8 During the Long Reflection, we would need to develop
mature theories that allow us to compare the grand accomplishments our
descendants might achieve with eons and galaxies as their canvas.

Present-day humans, myself included, are poorly positioned to anticipate
the results of this reflection.9 But we are uniquely positioned to make it
possible.

The ultimate aim of the Long Reflection would be to achieve a final
answer to the question of which is the best kind of future for humanity. This
may be the true answer (if truth is applicable to moral questions) or failing
that, the answer we would converge to under an ideal process of reflection.
It may be that even convergence is impossible, with some disputes or
uncertainties that are beyond the power of reason to resolve. If so, our aim
would be to find the future that gave the best possible conciliation between
the remaining perspectives.10

We would not need to fully complete this process before moving
forward. What is essential is to be sufficiently confident in the broad shape
of what we are aiming at before taking each bold and potentially
irreversible action—each action that could plausibly lock in substantial
aspects of our future trajectory.

For example, it may be that the best achievable future involves
physically perfecting humanity, by genetically improving our biology. Or it
may involve giving people the freedom to adopt a stunning diversity of new
biological forms. But proceeding down either of these paths prematurely
could introduce its own existential risks.

If we radically change our nature, we replace humanity (or at least
Homo sapiens) with something new. This would risk losing what was most
valuable about humanity before truly coming to understand it. If we
diversify our forms, we fragment humanity. We might lose the essential
unity of humanity that allows a common vision for our future, and instead
find ourselves in a perpetual struggle or unsatisfactory compromise. Other
bold actions could pose similar risks, for instance spreading out beyond our



Solar System into a federation of independent worlds, each drifting in its
own cultural direction.

This is not to reject such changes to the human condition—they may
well be essential to realizing humanity’s full potential. What I am saying is
that these are the kind of bold changes that would need to come after the
Long Reflection.11 Or at least after enough reflection to fully understand the
consequences of that particular change. We need to take our time, and
choose our path with great care. For once we have existential security we
are almost assured success if we take things slowly and carefully: the game
is ours to lose; there are only unforced errors.

What can we say about the process of the Long Reflection? I am not
imagining this as the sole task of humanity during that time—there would
be many other great projects, such as the continuing quests for knowledge,
prosperity and justice. And many of the people at the time may have only
passing interest in the Long Reflection. But it is the Long Reflection that
would have the most bearing on the shape of the future, and so it would be
this for which the time would be remembered.12

The process may take place largely within intellectual circles, or within
the wider public sphere. Either way, we would need to take the greatest care
to avoid it being shaped by the bias or prejudice of those involved. As
Jonathan Schell said regarding a similar venture, “even if every person in
the world were to enlist, the endeavour would include only an infinitesimal
fraction of the people of the dead and the unborn generations, and so it
would need to act with the circumspection and modesty of a small
minority.”13 While the conversation should be courteous and respectful to
all perspectives, it is even more important that it be robust and rigorous. For
its ultimate aim is not just to win the goodwill of those alive at the time, but
to deliver a verdict that stands the test of eternity.

While moral philosophy would play a central role, the Long Reflection
would require insights from many disciplines. For it isn’t just about
determining which futures are best, but which are feasible in the first place,
and which strategies are most likely to bring them about. This requires
analysis from science, engineering, economics, political theory and beyond.

We could think of these first two steps of existential security and the
Long Reflection as designing a constitution for humanity. Achieving
existential security would be like writing the safeguarding of our potential



into our constitution. The Long Reflection would then flesh out this
constitution, setting the directions and limits in which our future will
unfold.

Our ultimate aim, of course, is the final step: fully achieving humanity’s
potential.14 But this can wait upon a serious reflection about which future is
best and on how to achieve that future without any fatal missteps. And
while it would not hurt to begin such reflection now, it is not the most
urgent task.15 To maximize our chance of success, we need first to get
ourselves to safety—to achieve existential security. This is the task of our
time. The rest can wait.

SECURITY AMONG THE STARS?
Many of those who have written about the risks of human extinction
suggest that if we could just survive long enough to spread out through
space, we would be safe—that we currently have all of our eggs in one
basket, but if we became an interplanetary species, this period of
vulnerability would end.16 Is this right? Would settling other planets
bring us existential security?

The idea is based on an important statistical truth. If there were a
growing number of locations which all need to be destroyed for
humanity to fail, and if the chance of each suffering a catastrophe is
independent of whether the others do too, then there is a good chance
humanity could survive indefinitely.17

But unfortunately, this argument only applies to risks that are
statistically independent. Many risks, such as disease, war, tyranny and
permanently locking in bad values are correlated across different
planets: if they affect one, they are somewhat more likely to affect the
others too. A few risks, such as unaligned AGI and vacuum collapse,
are almost completely correlated: if they affect one planet, they will
likely affect all.18 And presumably some of the as-yet-undiscovered
risks will also be correlated between our settlements.

Space settlement is thus helpful for achieving existential security
(by eliminating the uncorrelated risks) but it is by no means
sufficient.19 Becoming a multi-planetary species is an inspirational



project—and may be a necessary step in achieving humanity’s
potential. But we still need to address the problem of existential risk
head-on, by choosing to make safeguarding our longterm potential one
of our central priorities.

RISKS WITHOUT PRECEDENT

Humanity has never suffered an existential catastrophe, and hopefully never
will. Catastrophes of this scale are unprecedented throughout our long
history. This creates severe challenges for our attempts to understand,
predict and prevent these disasters. And what’s more, these challenges will
always be with us, for existential risks are necessarily unprecedented. By
the time we have a precedent, it is too late—we’ve lost our future. To
safeguard humanity’s potential, we are forced to formulate our plans and
enact our policies in a world that has never witnessed the events we strive
to avoid.20 Let’s explore three challenges this creates and how we might
begin to address them.

First, we can’t rely on our current intuitions and institutions that have
evolved to deal with small-or medium-scale risks.21 Our intuitive sense of
fear is neither evolutionarily nor culturally adapted to deal with risks that
threaten so much more than an individual life—risks of catastrophes that
cannot be allowed to happen even once over thousands of years in a world
containing billions of people. The same is true for our intuitive sense of the
likelihood of very rare events and of when such a risk is too high. Evolution
and cultural adaptation have led to fairly well-tuned judgments for these
questions in our day-to-day lives (when it’s safe to cross the road; whether
to buy a smoke alarm), but are barely able to cope with risks that threaten
hundreds of people, let alone those that threaten billions and the very future
of humanity.

The same is true of our institutions. Our systems of laws, norms and
organizations for handling risk have been tuned to the small-and medium-
scale risks we have faced over past centuries. They are ill-equipped to
address risks so extensive that they will devastate countries across the
globe; so severe that there will be no legal institutions remaining to exact



punishment.
The second challenge is that we cannot afford to fail even once. This

removes our ability to learn from failure. Humanity typically manages risk
via a heavy reliance on trial and error. We scale our investment or
regulation based on the damages we’ve seen so far; we work out how to
prevent new fires by sifting through the ashes.

But this reactive trial and error approach doesn’t work at all when it
comes to existential risk. We will need to take proactive measures:
sometimes long in advance, sometimes with large costs, sometimes when it
is still unclear whether the risk is real or whether the measures will address
it.22 This will require institutions with access to cutting-edge information
about the coming risks, capable of taking decisive actions, and with the will
to actually do so. For many risks, this action may require swift coordination
between many or all of the world’s nations. And it may have to be done
knowing we will never find out whether our costly actions really helped.
This will ultimately require new institutions, filled with people of keen
intellect and sound judgment, endowed with a substantial budget and real
influence over policy.

These are extremely challenging circumstances for sound policy-making
—perhaps beyond the abilities of even the best-functioning institutions
today. But this is the situation we are in, and we will need to face up to it.
There is an urgency to improving our institutional abilities to meet these
demands.

Working out when such institutions should take action will raise its own
deeply challenging questions. On the one hand, they will need to be able to
take strong actions, even when the evidence is short of the highest scientific
standards. And yet, this puts us at risk of chasing phantoms—being asked
(or forced) to make substantial sacrifices on the basis of little evidence. This
poses an even greater problem if the risk involves classified elements or
information hazards that cannot be opened up to public scrutiny and
response. The challenges here are similar to those arising from the ability of
governments to declare a state of emergency: contingency powers are
essential for managing real emergencies, yet open to serious abuse.23

The third challenge is one of knowledge. How are we to predict,
quantify or understand risks that have never transpired? It is extremely
difficult to predict the risk posed by new technologies. Consider the



situation of allowing cars onto our roads for the first time. It was very
unclear how dangerous that would be, but once it had happened, and
millions of miles had been driven, we could easily determine the risks by
looking at the statistical frequencies. This let us see whether the gains
outweighed the risks, how much could be gained by new safety
improvements, and which improvements would be most helpful.

With existential risk, we cannot help ourselves to such a track record,
with probabilities grounded in long-run frequencies. Instead, we have to
make decisions of grave importance without access to robust probabilities
for the risks involved.24 This raises substantial difficulties in how we are to
form probability estimates for use in decision-making surrounding
existential risk.25 This problem already exists in climate change research
and causes great difficulties in setting policy—especially if politicization
leads to explicit or implicit biases in how people interpret the ambiguous
evidence.

During the Cold War concern about existential risk from nuclear war
was often disparaged on the grounds that we haven’t proved the risk is
substantial. But when it comes to existential risk that would be an
impossible standard. Our norms of scientific proof require experiments to
be repeated many times, and were established under the assumptions that
such experiments are possible and not too costly. But here neither
assumption is true. As Carl Sagan memorably put it: “Theories that involve
the end of the world are not amenable to experimental verification—or at
least, not more than once.”26

Even with no track record of existential catastrophe, we do have some ways
of estimating probabilities or bounds on the probability. For example, in
Chapter 3 we saw how we can use the length of time humans and similar
animals have survived to get a very rough estimate of the combined natural
risk. We can also pay attention to near misses: both the largest catastrophes
that have occurred (such as the Black Death), and existential catastrophes
that nearly occurred (such as during the Cuban Missile Crisis). These can
help us understand things such as how resilient society is to large
catastrophes or how our imperfect information can lead nations to walk
much closer to the brink of an annihilating war than they intended. We need



to learn everything we can from these cases, even when they aren’t precise
analogues for the new risks we face, for they may be the best we have.

Some of this use of near misses is systematized in the field of risk
analysis. They have techniques for estimating the probability of
unprecedented catastrophes based on the combination of precedented faults
that would need to occur to allow it. For example, fault tree analysis was
developed for evaluating the reliability of the launch systems for nuclear
missiles, and is used routinely to help avoid low-frequency risks, such as
plane crashes and nuclear meltdowns.27

There is a special challenge that comes with estimating risks of human
extinction. It is impossible to witness humanity having been extinguished in
the past, regardless of the likelihood. And a version of this selection effect
can distort the historical record of some catastrophes that are linked to
extinction, even if they wouldn’t necessarily cause it. For example, we may
not be able to directly apply the observed track record of asteroid collisions
or full-scale nuclear war. From what we know, it doesn’t look like these
selection effects have distorted the historical record much, but there are
only a handful of papers on the topic and some of the methodological issues
have yet to be resolved.28

A final challenge concerns all low-probability high-stakes risks.
Suppose scientists estimate that an unprecedented technological risk has an
extremely small chance of causing an existential catastrophe—say one in a
trillion. Can we directly use this number in our analysis? Unfortunately not.
The problem is that the chance the scientists have incorrectly estimated this
probability is many times greater than one in a trillion. Recall their failure
to estimate the size of the massive Castle Bravo nuclear explosion—if the
chance of miscalculation were really so low there should be no such
examples. So if a disaster does occur, it is much more likely to be because
there was an estimation mistake and the real risk was higher, rather than
because a one in a trillion event occurred.

This means that the one in a trillion number is not the decision-relevant
probability, and policymakers need to adjust for this by using a higher
number.29 The manner in which they should do so is not well understood.
This is part of a general point that our uncertainty about the underlying
physical probability is not grounds for ignoring the risk, since the true risk
could be higher as well as lower. If anything, when the initial estimate of



the probability is tiny, a proper accounting of uncertainty often makes the
situation worse, for the real probability could be substantially higher but
couldn’t be much lower.30

These unusual challenges that come with the territory of existential risk
are not insurmountable. They call for advances in our theoretical
understanding of how to estimate and evaluate risks that are by their very
nature unprecedented. They call for improvements in our horizon scanning
and forecasting of disruptive technologies. And they call for improved
integration of these techniques and ideas into our policy-making.

INTERNATIONAL COORDINATION

Safeguarding humanity is a global public good. As we saw earlier, even a
powerful country like the United States contains only a twentieth of the
world’s people and so would only reap something like a twentieth of the
benefits that come from preventing catastrophe. Uncoordinated action by
nation states therefore suffers from a collective action problem. Each nation
is inadequately incentivized to take actions that reduce risk and to avoid
actions that produce risk, preferring instead to free-ride on others. Because
of this, we should expect risk-reducing activities to be under-supplied and
risk-increasing activities to be over-supplied.

This creates a need for international coordination on existential risk. The
incentives of a nation are only aligned with the incentives of humanity if we
share the costs of these policies just as we share the benefits. While nations
occasionally act for the greater interest of all humankind, this is the
exception rather than the rule. Multilateral action can resolve this tragedy of
the commons, replacing a reliance on countries’ altruism with a reliance on
their prudence: still not perfect, but a much better bet.

And there would be benefits to centralizing some of this international
work on safeguarding humanity. This would help us pool our expertise,
share our perspectives and facilitate coordination. It could also help us with
policies that require a unified response, where we are only as strong as the
weakest link: for example, in setting moratoria on dangerous types of
research or in governing the use of geoengineering.

So there is a need for international institutions focused on existential risk



to coordinate our actions. But it is very unclear at this stage what forms they
should take. This includes questions of whether the change should be
incremental or radical, whether institutions should be advisory or
regulatory, and whether they should have a narrow or broad set of
responsibilities. Our options range from incremental improvements to
minor agencies, through to major changes to key bodies such as the UN
Security Council, all the way up to entirely new institutions for governing
the most important world affairs.

No doubt many people would think a large shift in international
governance is unnecessary or unrealistic. But consider the creation of the
United Nations. This was part of a massive reordering of the international
order in response to the tragedy of the Second World War. The destruction
of humanity’s entire potential would be so much worse than the Second
World War that a reordering of international institutions of a similar scale
may be entirely justified. And while there might not be much appetite now,
there may be in the near future if a risk increases to the point where it looms
very large in the public consciousness, or if there is a global catastrophe that
acts as a warning shot. So we should be open to blue-sky thinking about
ideal international institutions, while at the same time considering smaller
changes to the existing set.31

The same is true when it comes to our policy options. As we wake up to
the new situation we find ourselves in and come to terms with the
vulnerability of humanity, we will face great challenges. But we may also
find new political possibilities opening up. Responses that first seemed
impossible may become possible, and in time even inevitable. As Ulrich
Beck put it: “One can make two diametrically opposed kinds of assertion:
global risks inspire paralysing terror, or: global risks create new room for
action.”32

One way of looking at our current predicament is that the existing global
order splits humanity into a large number of sovereign states, each of which
has considerable internal coherence, but only loose coordination with the
others. This structure has some advantages, even from the perspective of
existential risk, for it has allowed us to minimize the risk that a single bad
government could lock humanity into a terrible stable outcome. But as it



becomes easier for a single country—or even a small group within one
country—to threaten the whole of humanity, the balance may start to shift.
And 195 countries may mean 195 chances that poor governance precipitates
the destruction of humanity.

Some important early thinkers on existential risk suggested that the
growing possibility of existential catastrophe required moving toward a
form of world government.33 For example, in 1948 Einstein wrote:

I advocate world government because I am convinced that there is no
other possible way of eliminating the most terrible danger in which
man has ever found himself. The objective of avoiding total
destruction must have priority over any other objective.34

World government is a slippery idea, with the term meaning different things
to different people. For example, it is sometimes used to refer to any
situation where nations have been made unable to wage war upon each
other. This situation is almost synonymous with perpetual world peace, and
relatively unobjectionable (albeit stunningly difficult to achieve). But the
term is also used to refer to a politically homogenized world with a single
point of control (roughly, the world as one big country). This is much more
contentious and could increase overall existential risk via global
totalitarianism, or by permanently locking in bad values.

Instead, my guess is that existential security could be better achieved
with the bare minimum of internationally binding constraints needed to
prevent actors in one or two countries from jeopardizing humanity’s entire
future. Perhaps this could be done through establishing a kind of
constitution for humanity, and writing into it the paramount need to
safeguard our future, along with the funding and enforcement mechanisms
required. This may take us beyond any current international law or
institutions, yet stop considerably short of world government.

What about smaller changes—improvements to international
coordination that offer a large amount of security for their cost? A good
historical example might be the Moscow–Washington Hotline (popularly
known as the “red telephone”).35 During the Cuban Missile Crisis messages
between Kennedy and Khrushchev regularly took several hours to be



received and decoded.36 But major new developments were unfolding on
the ground at a much quicker tempo, leaving diplomatic solutions (and
explanations for apparently hostile behavior) unable to keep up.37

Afterward, Kennedy and Khrushchev established the hotline to allow faster
and more direct communication between the leaders, in order to avoid
future crises coming so close to the brink. This was a simple and successful
way to lower the risk of nuclear war (and war between the great powers
more generally), with little financial or political cost. There may be other
ideas like this just waiting to be discovered or implemented.

And there may be more obvious ways, such as simply strengthening
existing institutions related to existential risks. For example, the Biological
Weapons Convention could be brought into line with the Chemical
Weapons Convention: taking its budget from $1.4 million up to $80 million,
granting it the power to investigate suspected breaches, and increasing its
staff from a mere four people to a level more appropriate for its role.38 We
could also strengthen the World Health Organization’s ability to respond to
emerging pandemics through rapid disease surveillance, diagnosis and
control. This involves increasing its funding and powers, as well as R&D
on the requisite technologies. And we need to ensure that all DNA synthesis
is screened for dangerous pathogens. There has been good progress toward
this from synthesis companies, with 80 percent of orders currently being
screened.39 But 80 percent is not enough. If we cannot reach full coverage
through voluntary efforts, some form of international regulation will be
needed.

Some of the most important international coordination can happen
between pairs of nations. One obvious first step would be to restart the
Intermediate-Range Nuclear Forces Treaty (INF). This arms reduction
treaty eliminated 2,692 nuclear missiles from the US and Russian nuclear
arsenals, but was suspended in 2019 after a decade of suspected breaches.40

They should also make sure to renew the New START treaty, due to expire
in 2021, which has been responsible for major reductions in the number of
nuclear weapons.

And while nuclear matters are often addressed through bilateral or
multilateral agreements, there may also be unilateral moves that are in all
nations’ interests. For example, if the US took their ICBMs off hair-trigger
alert, this would lessen the chance of accidentally triggered nuclear war



without losing much deterrent effect since their nuclear submarines would
still be able to launch a devastating retaliation. This may well reduce the
overall risk of nuclear war.

Another promising avenue for incremental change is to explicitly
prohibit and punish the deliberate or reckless imposition of unnecessary
extinction risk.41 International law is the natural place for this, as those who
impose such risk may well be national governments or heads of state, who
could be effectively immune to mere national law.

The idea that it may be a serious crime to impose risks to all living
humans and to our entire future is a natural fit with the common-sense ideas
behind the law of human rights and crimes against humanity. There would
be substantial practical challenges in reconciling this idea with the actual
bodies of law, and in defining the thresholds required for prosecution.42 But
these challenges are worth undertaking—our descendants would be shocked
to learn that it used to be perfectly legal to threaten the continued existence
of humanity.43

There are some hopeful signs that such protections could gain support at
the international level. For example, in 1997, UNESCO passed a
Declaration on the Responsibilities of the Present Generations Towards
Future Generations. Its preamble showed a recognition that humanity’s
continued existence may be at stake and that acting on this falls within the
mission of the UN:

Conscious that, at this point in history, the very existence of
humankind and its environment are threatened, Stressing that full
respect for human rights and ideals of democracy constitute an
essential basis for the protection of the needs and interests of future
generations… Bearing in mind that the fate of future generations
depends to a great extent on decisions and actions taken today…
Convinced that there is a moral obligation to formulate behavioural
guidelines for the present generations within a broad, future-oriented
perspective…

The articles of the declaration were a list of ideals the international
community should adopt, including Article 3: “The present generations



should strive to ensure the maintenance and perpetuation of humankind.”
This declaration clearly did not change the world, but it does point toward
how these ideas can be expressed within the framework of international
human rights, and suggests these ideas have currency at the highest levels.44

During the last three decades, a handful of nations took the remarkable step
of adjusting their democratic institutions to better represent the views of
future generations.45 They were responding to a critique of the standard
forms of democracy: that they fail to represent the future people who may
be adversely affected by our decisions.46 One might think of this as a
tyranny of the present over the future. Obviously one cannot simply resolve
this by giving future people a vote on the issues that would affect them, as
they haven’t yet been born.47 But we do sometimes have a clear idea of
what they would think of the policy and so if we took this critique seriously,
we could represent them by proxy: for example, by an ombudsperson,
commission or parliamentary committee. These could be advisory, or be
given some hard power.48

So far these experiments with formal representation of future
generations have been mainly focused on environmental and demographic
concerns. But the idea could naturally be applied to existential risk too. This
may achieve some success at the national level and would be even more
powerful if there was some way of bringing it to the world stage, combining
both intergenerational and international coordination. This could be
approached in an incremental way, or in a way that was truly
transformative.

TECHNOLOGICAL PROGRESS

Humanity’s stunning technological progress has been a major theme of this
book. It is what allowed humans to form villages, cities and nations; to
produce our greatest works of art; to live much longer lives, filled with a
striking diversity of experiences. It is also essential to our survival: for
without further technological progress we would eventually succumb to the
background of natural risks such as asteroids. And I believe the best futures
open to us—those that would truly fulfill our potential—will require



technologies we haven’t yet reached, such as cheap clean energy, advanced
artificial intelligence or the ability to explore further into the cosmos.

Thus, even though the largest risks we face are technological in origin,
relinquishing further technological progress is not a solution. What about
proceeding more slowly? Is that a solution? One effect would be to delay
the onset of technological risks. If we pushed back all new risky
technologies for a century, that might mean all of us alive today are
protected from death in an existential catastrophe. This would be a great
boon from the perspective of the present, but would do very little from the
perspectives of our future, our past, our virtues or our cosmic significance.
This was noted by one of the earliest thinkers on existential risk, the
philosopher J. J. C. Smart:

Indeed what does it matter, from the perspective of possible millions
of years of future evolution, that the final catastrophe should merely
be postponed for (say) a couple of hundred years? Postponing is only
of great value if it is used as a breathing space in which ways are
found to avert the final disaster.49

I’ve argued that our current predicament stems from the rapid growth of
humanity’s power outstripping the slow and unsteady growth of our
wisdom. If this is right, then slowing technological progress should help to
give us some breathing space, allowing our wisdom more of a chance to
catch up.50 Where slowing down all aspects of our progress may merely
delay catastrophe, slowing down the growth of our power relative to our
wisdom should fundamentally help.

I think that a more patient and prudent humanity would indeed try to
limit this divergence. Most importantly, it would try to increase its wisdom.
But if there were limits to how quickly it could do so, it would also make
sense to slow the rate of increase in its power—not necessarily putting its
foot on the brake, but at least pressing more lightly on the accelerator.

We’ve seen how humanity is akin to an adolescent, with rapidly
developing physical abilities, lagging wisdom and self-control, little
thought for its longterm future and an unhealthy appetite for risk. When it
comes to our own children, we design our societies to deliberately stage



their access to risky technologies: for example, preventing them from
driving a car until they reach an appropriate age and pass a qualifying test.

One could imagine applying a similar approach to humanity. Not
relinquishing areas of technology, but accepting that in some cases we
aren’t ready for them until we meet a given standard. For example, no
nuclear technologies until we’ve had a hundred years without a major war.
Unfortunately, there is a major challenge. Unlike the case with our own
children, there are no wise adults to decide these rules. Humanity would
have to lay down the rules to govern itself. And those who lack wisdom
usually lack the ability to see this; those who lack patience are unlikely to
delay gratification until they acquire it.

So while I think a more mature world would indeed restrain its growth
in destructive capability to a level where it was adequately managed, I don’t
see much value in advocating for this at the moment. Major efforts to slow
things down would require international agreements between all the major
players, for otherwise work would just continue in the least scrupulous
countries. Since the world is so far from reaching such agreements, it would
be ineffective (and likely counter-productive) for the few people who care
about existential risk to use their energies to push for slowing down.

We should instead devote our energies to promoting the responsible
deployment and governance of new technologies. We should make the case
that the unprecedented power from technological progress requires
unprecedented responsibility: both for the practitioners and for those
overseeing them.

The great improvements in our quality of life from technology don’t
come for free. They come with a shadow cost in risk.51 We focus on the
visible benefits, but are accumulating a hidden debt that may one day come
due.52 If we aren’t changing the pace of technology, the least we could do is
to make sure we use some of the prosperity it grants us to service these
debts. For example, to put even 1 percent of the benefits technology brings
us back into ensuring humanity’s potential isn’t destroyed through further
technological progress.

This technological governance can be pursued at many levels. Most
obviously, by those whose duties are concerned with governance:
politicians, the civil service and civil society. But we can build the bridge
from both ends, with valuable contributions by the people who work on the



relevant science and technology: in academia, in professional societies and
in technology companies. These practitioners can spend much more time
reflecting on the ethical implications of their own work and that of their
peers.53 They can develop their own guidelines and internal regulations.
And they can spend time working with policymakers to ensure national and
international regulations are scientifically and technologically sound.54

A good example of successful governance is the Montreal Protocol,
which set a timetable to phase out the chemicals that were depleting the
ozone layer. It involved rapid and extensive collaboration between
scientists, industry leaders and policymakers, leading to what Kofi Annan
called “perhaps the single most successful international agreement to
date.”55

Another example is the Asilomar Conference on Recombinant DNA, in
which leading scientists in the field considered the new dangerous
possibilities their work had opened up. In response they designed new
safety requirements on further work and restricted some lines of
development completely.56

An interesting, and neglected, area of technology governance is
differential technological development.57 While it may be too difficult to
prevent the development of a risky technology, we may be able to reduce
existential risk by speeding up the development of protective technologies
relative to dangerous ones. This could be a role for research funders, who
could enshrine it as a principle for use in designing funding calls and
allocating grants, giving additional weight to protective technologies. And it
could also be used by researchers when deciding which of several
promising programs of research to pursue.

STATE RISKS & TRANSITION RISKS
If humanity is under threat from substantial risk each century, we are
in an unsustainable position. Shouldn’t we attempt to rush through this
risky period as quickly as we can? The answer depends upon the type
of risk we face.

Some risks are associated with being in a vulnerable state of
affairs. Let’s call these state risks.58 Many natural risks are state risks.



Humanity remains vulnerable to asteroids, comets, supervolcanic
eruptions, supernovae and gamma ray bursts. The longer we are in a
state where the threat is present and we are vulnerable, the higher the
cumulative chance we succumb. Our chance of surviving for a length
of time is characterized by a decaying exponential, with a half-life set
by the annual risk.59 When it comes to state risks, the faster we end
our vulnerability, the better. If we need technology to end this
vulnerability, then we would like to reach that technology as quickly
as possible.

But not all risks are like this.60 Some are transition risks: risks that
arise during a transition to a new technological or social regime. For
example the risks as we develop and deploy transformative AGI are
like this, as are the risks of climate change as we transition to being a
high-energy civilization. Rushing the transition may do nothing to
lower these risks—indeed it could easily heighten them. But if the
transition is necessary or highly desirable, we may have to go through
it at some point, so mere delay is not a solution, and may also make
things worse. The general prescription for these risks is neither haste
nor slowness, but care and foresight.

We face an array of risks, including both state and transition
risks.61 But if my analysis is correct, there is substantially more
transition risk than state risk (in large part because there is more
anthropogenic risk). This suggests that rushing our overall
technological progress is not warranted. Overall, the balance is set by
our desire to reach a position of existential security while incurring as
little cumulative risk as possible. My guess is that this is best achieved
by targeted acceleration of the science and technology needed to
overcome the biggest state risks, combined with substantial foresight,
carefulness and coordination on the biggest transition risks.

While our current situation is unsustainable, that doesn’t mean the
remedy is to try to achieve a more sustainable annual risk level as
quickly as possible. Our ultimate goal is longterm sustainability: to
protect humanity’s potential so that we have the greatest chance of
fulfilling our potential over the eons to come. The right notion of
sustainability is thus not about getting into a sustainable state as
quickly as possible, but about having a sustainable trajectory: one that



optimally trades off risk in getting there with the protection of being
there.62 This may involve taking additional risks in the short term,
though only if they sufficiently reduce the risks over the long term.

RESEARCH ON EXISTENTIAL RISK

The study of existential risk is in its infancy. We are only starting to
understand the risks we face and the best ways to address them. And we are
at an even earlier stage when it comes to the conceptual and moral
foundations, or grand strategy for humanity. So we are not yet in a good
position to take decisive actions to secure our longterm potential. This
makes further research on existential risk especially valuable. It would help
us to determine which of the available actions we should take, and to
discover entirely new actions we hadn’t yet considered.63

Some of this research should be on concrete topics. We need to better
understand the existential risks—how likely they are, their mechanisms, and
the best ways to reduce them. While there has been substantial research into
nuclear war, climate change and biosecurity, very little of this has looked at
the most extreme events in each area, those that pose a threat to humanity
itself.64 Similarly, we need much more technical research into how to align
artificial general intelligence with the values of humanity.

We also need more research on how to address major risk factors, such
as war between the great powers, and on major security factors too. For
example, on the best kinds of institutions for international coordination or
for representing future generations. Or on the best approaches to resilience,
increasing our chance of recovery from non-fatal catastrophes. And we
need to find new risk and security factors, giving us more ways to get a
handle on existential risk.

And alongside these many strands of research on concrete topics, we
also need research on more abstract matters. We need to better understand
longtermism, humanity’s potential and existential risk: to refine the ideas,
developing the strongest versions of each; to understand what ethical
foundations they depend upon, and what ethical commitments they imply;
and to better understand the major strategic questions facing humanity.



These areas might sound grand and unapproachable, but it is possible to
make progress on them. Consider the ideas we’ve encountered in this book.
Some are very broad: the sweeping vision of humanity across the ages, the
Precipice and the urgency of securing our future. But many can be distilled
into small crisp insights. For example: that a catastrophe killing 100 percent
of people could be much worse than one killing 99 percent because you lose
the whole future; that the length of human survival so far puts a tight bound
on the natural risk; that existential risk reduction will tend to be
undersupplied since it is an intergenerational global public good; or the
distinction between state risks and transition risks. I am sure there are more
ideas like these just waiting to be discovered. And many of them don’t
require any special training to find or understand: just an analytical mind
looking for patterns, tools and explanations.

Perhaps surprisingly, there is already funding available for many of
these kinds of research on existential risk. A handful of forward-thinking
philanthropists have taken existential risk seriously and recently started
funding top-tier research on the key risks and their solutions.65 For
example, the Open Philanthropy Project has funded some of the most recent
nuclear winter modeling as well as work on technical AI safety, pandemic
preparedness and climate change—with a focus on the worst-case
scenarios.66 At the time of writing they are eager to fund much more of this
research, and are limited not by money, but by a need for great researchers
to work on these problems.67

And there are already a handful of academic institutes dedicated to
research on existential risk. For example, Cambridge University’s Centre
for the Study of Existential Risk (CSER) and Oxford’s Future of Humanity
Institute (FHI), where I work.68 Such institutes allow like-minded
researchers from across the academic disciplines to come together and work
on the science, ethics and policy of safeguarding humanity.

WHAT NOT TO DO
This chapter is about what we should do to protect our future. But it
can be just as useful to know what to avoid. Here are a few
suggestions.



Don’t regulate prematurely. At the right time, regulation may be a very
useful tool for reducing existential risk. But right now, we know very
little about how best to do so. Pushing for ill-considered regulation
would be a major mistake.

Don’t take irreversible actions unilaterally. Some countermeasures
may make our predicament even worse (think radical geoengineering
or publishing the smallpox genome). So we should be wary of the
unilateralist’s curse (here), where the ability to take actions unilaterally
creates a bias toward action by those with the most rosy estimates.

Don’t spread dangerous information. Studying existential risk means
exploring the vulnerabilities of our world. Sometimes this turns up
new dangers. Unless we manage such information carefully, we risk
making ourselves even more vulnerable (see the box “Information
Hazards,” here).

Don’t exaggerate the risks. There is a natural tendency to dismiss
claims of existential risk as hyperbole. Exaggerating the risks plays
into that, making it much harder for people to see that there is sober,
careful analysis amidst the noise.

Don’t be fanatical. Safeguarding our future is extremely important, but
it is not the only priority for humanity. We must be good citizens
within the world of doing good. Boring others with endless talk about
this cause is counterproductive. Cajoling them about why it is more
important than a cause they hold dear is even worse.

Don’t be tribal. Safeguarding our future is not left or right, not eastern
or western, not owned by the rich or the poor. It is not partisan.
Framing it as a political issue on one side of a contentious divide
would be a disaster. Everyone has a stake in our future and we must
work together to protect it.69

Don’t act without integrity. When something immensely important is
at stake and others are dragging their feet, people feel licensed to do
whatever it takes to succeed. We must never give in to such
temptation. A single person acting without integrity could stain the
whole cause and damage everything we hope to achieve.



Don’t despair. Despairing would sap our energy, cloud our judgment
and turn away those looking to help. Despair is a self-fulfilling
prophecy. While the risks are real and substantial, we know of no risks
that are beyond our power to solve. If we hold our heads high, we can
succeed.

Don’t ignore the positive. While the risks are the central challenges
facing humanity, we can’t let ourselves be defined by them. What
drives us is our hope for the future. Keeping this at the center of our
thinking will provide us—and others—with the inspiration we need to
secure our future.70

WHAT YOU CAN DO

Much of this chapter has been devoted to the big-picture questions of how
humanity can navigate the Precipice and achieve its potential. But amidst
these grand questions and themes, there is room for everyone to play a part
in protecting our future.

One of the best avenues for doing good in the world is through our
careers. Each of our careers is about 80,000 hours devoted to solving some
kind of problem, big or small. This is such a large part of our lives that if
we can devote it to one of the most important problems, we can have
tremendous impact.

If you work in computer science or programming, you might be able to
shift your career toward helping address the existential risk arising from AI:
perhaps through much-needed technical research on AI alignment, or by
working as an engineer for an AI project that takes the risks seriously.71 If
you are in medicine or biology, you may be able to help with risks from
engineered pandemics. If you are in climate science, you could work on
improving our understanding of the likelihood and effect of extreme climate
scenarios. If you are in political science or international relations, you could
work toward international cooperation on existential risk, ensuring future
generations get a voice in democracy, or preventing war between great
powers. If you work in government, you could help protect the future
through work in security or technology policy.



The opportunities are not limited to direct work on existential risk.
Instead your work could multiply the impact of those doing the direct work.
Some of the most urgent work today is upstream, at the level of strategy,
coordination and grant-making. As humanity starts to take seriously the
challenge of protecting our future, there will be important work in
allocating resources between projects and organizations building and
sustaining the community of researchers and developing strategy. And some
of the most urgent work lies in improving the execution and outreach of
organizations dedicated to fighting existential risk. Many are looking for
skilled people who really grasp the unusual mission. If you have any of
these skills—for example, if you have experience working on strategy,
management, policy, media, operations or executive assistance—you could
join one of the organizations currently working on existential risk.72

If you are a student, you are in a wonderfully flexible position—able to
do so much to steer your career to where your tens of thousands of hours
will have the most impact. Even if you have chosen a field, or entered
graduate study, it is surprisingly easy to change direction. The further down
a career path you have traveled, the harder this becomes. But even then it
can be worthwhile. Losing a few years to retraining may let you direct
several times as many years of work to where it can do many times as much
good. This is something I know from personal experience. I started out
studying computer science, before moving into ethics. Then within ethics,
the focus of my work has shifted only recently from the issues of global
poverty to the very different issues around existential risk.

What if your career is unsuited, and yet you are unable to change? What
would be ideal is if there were some way to turn the work you are best at
into the type of work most desperately needed to safeguard our potential.
Fortunately, there is a such way: through your giving. When you donate
money to a cause, you effectively transform your own labor into additional
work for that cause. If you are more suited to your existing job and the
cause is constrained by lack of funding, then donating could even help more
than direct work.

I think donating is a powerful way in which almost anyone can help, and
it is an important part of how I give back to the world.73 People often forget
that some of humanity’s greatest successes have been achieved through
charity.



The contraceptive pill, one of the most revolutionary inventions of the
twentieth century, was made possible by a single philanthropist. In the
1950s, at a time when governments and drug companies had little interest in
pursuing the idea, the philanthropist Katharine McCormick funded the
research that led to its invention, largely single-handedly.74

Around the same time, we saw the breakthroughs in agricultural science
now known as the Green Revolution, which saw hundreds of millions of
people lifted from hunger through the creation of high-yield varieties of
staple crops. Norman Borlaug, the scientist who led these efforts, would
win the Nobel Peace Prize in 1970 for his work. Borlaug’s work, and the
roll-out of these technologies in the developing world, was funded by
private philanthropists.75

Finally, there are ways that every single one of us can play a role. We need
a public conversation about the longterm future of humanity: the
breathtaking scale of what we can achieve, and the risks that threaten all of
this, all of us.

We need to discuss these things in academia, in government, in civil
society; to explore the possibilities in serious works of fiction and the
media; to talk about it between friends and within families. This
conversation needs to rise above the temptation to be polarizing and
partisan, or to focus on the allocation of blame. Instead we need a mature,
responsible and constructive conversation: one focused on understanding
problems and finding solutions. We need to inspire our children, and
ourselves, to do the hard work that will be required to safeguard the future
and pass the Precipice.

You can discuss the importance of the future with the people in your life
who matter to you. You can engage with the growing community of people
who are thinking along similar lines: where you live, where you work or
study, or online. And you can strive to be an informed, responsible and
vigilant citizen, staying abreast of the issues and urging your political
representatives to take action when important opportunities arise.

(See the Resources section here for concrete starting points.)
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OUR POTENTIAL

It is possible to believe that all the past is but the beginning of a
beginning, and that all that is and has been is but the twilight of the
dawn. It is possible to believe that all that the human mind has ever
accomplished is but the dream before the awakening.

—H. G. Wells1

What could we hope to achieve? To experience? To become? If humanity
rises to the challenges before us, navigates the risks of the coming
centuries, and passes through to a time of safety—what then?

In the preceding chapters we have faced the Precipice, surveyed its
challenges and planned how we might best proceed to safety. But what lies
beyond? Let us raise our sights to the sweeping vista that beckons us on.
We cannot make out the details from here, but we can see the broad shape
of the hills and vales, the potential that the landscape offers—the potential
of human civilization in its full maturity. It is because this potential is so
vast and glorious, that the stakes of existential risk are so high. In optimism
lies urgency.

This chapter is about potential, not prophecy. Not what we will achieve,
but what is open for us to achieve if we play our cards right; if we are
patient, prudent, compassionate, ambitious and wise. It is about the canvas
on which we shall work: the lengths of time open to humanity, the scale of
our cosmos and the quality of life we might eventually attain. It is about the
shape of the land we are striving to reach, where the greater part of human
history will be written.



DURATION

Human history so far has seen 200,000 years of Homo sapiens and 10,000
years of civilization.2 These spans of time surpass anything in our daily
lives. We have had civilization for a hundred lifetimes on end and humanity
for thousands. But the universe we inhabit is thousands of times older than
humanity itself. There were billions of years before us; there will be billions
to come. In our universe, time is not a scarce commodity.

With such abundance at our disposal, our lifespan is limited primarily by
the existential catastrophes we are striving to prevent. If we get our act
together, if we make safeguarding humanity a cornerstone of our
civilization, then there is no reason we could not live to see the grand
themes of the universe unfold across the eons. These timespans are
humbling when we consider our place in the universe so far. But when we
consider the potential they hold for what we might become, they inspire.

As we have seen, the fossil record tells us a great deal about how long a
typical species can expect to survive. On average, mammalian species last
about one million years, and species in general typically last one to ten
million years.3 If we could address the threats we pose to ourselves—the
anthropogenic existential risks—then we should be able to look forward to
at least a lifespan of this order. What would this mean? What can happen
over such a span, ten thousand times longer than our century?

Such a timescale is enough to repair the damage that we, in our
immaturity, have inflicted upon the Earth. In thousands of years, almost all
of our present refuse will have decayed away. If we can cease adding new
pollution, the oceans and forests will be unblemished once more. Within
100,000 years, the Earth’s natural systems will have scrubbed our
atmosphere clean of over 90 percent of the carbon we have released,
leaving the climate mostly restored and rebalanced.4 So long as we can
learn to care rightly for our home, these blots on our record could be wiped
clean, all within the lifespan of a typical species, and we could look forward
to living out most of our days in a world free from the scars of immature
times.

About ten million years hence, even the damage we have inflicted upon
biodiversity is expected to have healed. This is how long it took for species



diversity to fully recover from previous mass extinctions and our best guess
for how long it will take to recover from our current actions.5

I hope and believe that we can address pollution and biodiversity loss
much more quickly than this—that sooner or later we will work to actively
remove the pollution and to conserve the threatened species. But there is
comfort in knowing that at the very least, Earth, on its own, can heal the
damage we have done.

Over this span of time roughly half of Earth’s species will naturally
become extinct, with new species arising in their place. If we were to last so
long, we would be living through evolutionary time, and would see this as
the natural state of flux that the world is in. The apparent stasis of species in
the natural world is only a reflection of the comparatively brief period we
have lived. Nevertheless, if we thought it right, we could intervene to
preserve the last members of a species before it naturally vanished,
allowing them to live on in reduced numbers in wilderness reserves or other
habitats. It would be a humble retirement, but better, I think, than oblivion.

One to ten million years is typical for a species, but by no means a limit.
And humanity is atypical in many ways. This might mean a much shorter
life, if we author our own destruction. But if we avoid so doing, we may be
able to survive much longer. Our presence across the globe protects us from
any regional catastrophe. Our ingenuity has let us draw sustenance from
hundreds of different plants and animals, offering protection from the
snapping of a food chain. And our ability to contemplate our own
destruction—planning for the main contingencies, reacting to threats as
they unfold—helps protect us against foreseeable or slow-acting threats.

Many species are not wholly extinguished, but are succeeded by their
siblings or their children on the evolutionary family tree. Our story may be
similar. When considering our legacy—what we shall bequeath to the future
—the end of our species may not be the end of us, our projects or our
ultimate aspirations. Rather, we may simply be passing the baton.

For many reasons, then, humanity (or our rightful heirs) may greatly
outlast the typical species. How long might this grant us?

We know of species around us that have survived almost unchanged for
hundreds of millions of years. In 1839, a Swiss biologist first described and



named the coelacanth, an ancient order of fish that arose 400 million years
ago, before vanishing from the fossil record with the dinosaurs, 65 million
years ago. The coelacanth was assumed to be long extinct, but ninety-nine
years later, a fisherman off the coast of South Africa caught one in his net.
Coelacanths were still living in Earth’s oceans, almost unchanged over all
this time. They are the oldest known vertebrate species alive today, lasting
more than two-thirds of the time since the vertebrates first arose.6

And there are older species still. The horseshoe crab has been scuttling
through our oceans even longer, with an unbroken lineage of 450 million
years. The nautilus has been here for 500 million years; sponges, for about
580 million. And these are merely lower bounds on their lifespans; who
knows how much longer these hardy species will last? The oldest known
species on Earth are cyanobacteria (blue-green algae), which have been
with us for at least two billion years—much longer than there has been
complex life, and more than half the time there has been life on Earth at
all.7

What might humanity witness, if we (or our successors) were to last as
long as the humble horseshoe crab?

Such a lifespan would bring us to geological timescales. We would live
to see continental drift reshape the surface of the Earth as we know it. The
first major change would be seen in about 10 million years, when Africa
will be torn in two along the very cradle of humanity—the Rift Valley. In 50
million years, the larger of these African plates will collide with Europe,
sealing the Mediterranean basin and raising a vast new range of mountains.
Within about 250 million years, all our continents will merge once again, to
form a supercontinent, like Pangaea 200 million years ago. Then, within
500 million years, they will disperse into some new and unrecognizable
configuration.8 If this feels unimaginable, consider that the horseshoe crab
has already witnessed such change.

These spans of time would also see changes on astronomical scales. The
constellations will become unrecognizable, as the nearby stars drift past
each other.9 Within 200 million years, the steady gravitational pull of the
Moon will slow the Earth’s rotation, and stretch our day to 25 hours. While
in one year the Earth orbits our Sun, in 240 million years our Sun will
complete a grand orbit around the center of our galaxy—a period known as
a galactic year.



But the most important astronomical change is the evolution of the Sun
itself. Our star is middle-aged. It formed about 4.6 billion years ago, and
has been growing steadily brighter for most of its lifespan. Eventually, this
mounting glare will start causing significant problems on Earth. The
astronomical evolution is well-understood, but because its major effects
upon our biosphere are unprecedented, much scientific uncertainty remains.

One often hears estimates that the Earth will remain habitable for 1 or 2
billion years. These are predictions of when the oceans will evaporate due
to a runaway or moist greenhouse effect, triggered by the increasing
brightness of the Sun. But the Earth may become uninhabitable for complex
life before that point: either at some earlier level of warming or through
another mechanism. For example, scientists expect the brightening of the
Sun to also slow the Earth’s plate tectonics, dampening volcanic activity.
Life as we know it requires such activity; volcanoes lift essential carbon
dioxide into our atmosphere. We currently have too much carbon dioxide,
but we need small amounts for plants to photosynthesize. Without the
carbon dioxide from volcanoes, scientists estimate that in about 800 million
years photosynthesis will become impossible in 97 percent of plants,
causing an extreme mass extinction. Then 500 million years later, there
would be so little carbon dioxide that the remaining plants would also die—
and with them, any remaining multicellular life.10

This might not happen. Or it might not happen at that time. This is an
area of great scientific uncertainty, in part because so few people have
examined these questions. More importantly, though, such a mass
extinction might be avoidable—it might be humanity’s own actions which
prevent it. In fact this may be one of the great achievements that humanity
might aspire to. For of all the myriad species that inhabit our Earth, only we
could save the biosphere from the effects of the brightening Sun. Even if
humanity is very small in your picture of the world, if most of the intrinsic
value of the world lies in the rest of our ecosystem, humanity’s instrumental
value may yet be profound. For if we can last long enough, we will have a
chance to literally save our world.

By adding sufficient new carbon to the atmosphere to hold its
concentration steady, we could prevent the end of photosynthesis. Or if we
could block a tenth of the incoming light (perhaps harvesting it as solar
energy), we could avoid not only this, but all the other effects of the Sun’s



steady brightening as well, such as the superheated climate and the
evaporation of the oceans.11 Perhaps, with ingenuity and commitment, we
could extend the time allotted to complex life on Earth by billions of years,
and, in doing so, more than redeem ourselves for the foolishness of our
civilization’s youth. I do not know if we will achieve this, but it is a worthy
goal, and a key part of our potential.

In 7.6 billion years, the Sun will have grown so vast that it will balloon
out beyond Earth’s own orbit, either swallowing our planet or flinging it out
much further. And either way, in 8 billion years our Sun itself will die. Its
extended outer layers will drift onwards past the planets, forming a ghostly
planetary nebula, and its innards will collapse into a ball the size of the
Earth. This tiny stellar remnant will contain roughly half the original mass
of the Sun, but will never again produce new energy. It will be only a
slowly cooling ember.12

Whether or not the Earth itself is destroyed in this process, without a
Sun burning at the heart of our Solar System, any prospects for humanity
would be much brighter elsewhere. And the technological challenges of
leaving our home system would presumably be smaller than those of
remaining.

By traveling to other stars, we might save not only ourselves, but much
of our biosphere. We could bring with us a cache of seeds and cells with
which to preserve Earth’s species, and make green the barren places of the
galaxy. If so, the good we could do for Earth-based life would be even more
profound. Without our intervention, our biosphere is approaching middle
age. Simple life looks to have about as much time remaining as it has had
so far; complex life a little more. After that, to the best of our knowledge,
life in the universe may vanish entirely. But if humanity survives, then even
at that distant time, life may still be in its infancy. When I contemplate the
expected timespan that Earth-based life may survive and flourish, the
greatest contribution comes from the possibility of humanity turning from
its destroyer, to its savior.

As we shall see, the main obstacle to leaving our Solar System is
surviving for long enough to do so. We need time to develop the
technology, to harvest the energy, to make the journey and to build a new
home at our destination. But a civilization spanning millions of centuries
would have time enough, and we should not be daunted by the task.



Our galaxy will remain habitable for an almost unfathomable time.
Some of our nearby stars will burn vastly longer than the Sun, and each
year ten new stars are born. Some individual stars last trillions of years—
thousands of times longer than our Sun. And there will be millions of
generations of such stars to follow.13 This is deep time. If we survive on
such a cosmological scale, the present era will seem astonishingly close to
the very start of the universe. But we know of nothing that makes such a
lifespan impossible, or even unrealistic. We need only get our house in
order.



FIGURE 8.1 A timeline showing the scale of the past and future. The top row shows

the prior century (on the left-hand page) and the coming century (on the right),
with our own moment in the middle. Then each successive row zooms out,
showing 100 times the duration, until we can see the whole history of the

universe.



SCALE

For as long as there have been humans, we have been awed by the starry
night.14 And this dark sky strewn with brilliant white points of light has
yielded many secrets. Not the secrets we first sought, of myth and
mysticism, but a deeper knowledge about the nature of reality. We saw
some of these points of light wander across the sky, and from the patterns
they traced we realized that the Earth and the heavens were governed by the
very same physical laws. Other points moved by minute amounts,
measurable only by the most delicate instruments. From this almost
imperceptible movement, we divined the scarcely imaginable distance to
the stars.

The points were not quite white, but a range of hues. And when this
faint starlight was broken in a prism, missing colors revealed the substance
of the stars. Some points were not quite points, but rather discs, clouds,
swirls—celestial bodies of entirely different kinds and origins. And we
found many more points too faint to be seen with the naked eye. From these
subtlest of signs, we have discerned and tested fundamental laws of nature;
we have heard the echoes of the Big Bang; we have watched space itself
expand.

But the most important thing we have learned from the sky may be that
our universe is much vaster than we had ever contemplated. The planets are
other Earths. Stars are other suns, many with their own planets. The milky
stripe across the sky contains more suns than the eye can distinguish—a
galaxy of more than 100 billion suns, blurred in our vision to a uniform
white. The faint swirls are entire galaxies beyond our own, and there are
hundreds of billions of these spread across the skies.15 Each time we
thought we had charted the limits of creation, it transcended our maps. Our
Earth is just one island in a bewilderingly large archipelago, which is itself
just one amidst billions.

This discovery of the true scale of our cosmos dramatically raises the
prospects for what humanity might achieve. We once thought ourselves
limited to the Earth; we know now that vastly greater opportunities and
resources are available to us. Not immediately, of course—exploring the



whole of our own galaxy would take at least 100,000 years; to reach the
furthest limits of the universe would require billions. But it raises deep
questions about what might be achievable over vast timescales.

In just five centuries we have gone from the dimmest understanding of our
Solar System—unable to grasp any coherent picture of our Sun, Moon,
Earth and the wandering points of light called “planets”—to breathtaking
high-resolution images of all our planets and their moons. We have sent
gleaming craft sailing past the moons of Jupiter, through the rings of Saturn
and to the surfaces of all terrestrial planets. To our Moon, we came in
person.

The planets and their moons are the glories of our Solar System:
majestic; enigmatic. We might look to settle them, but even if we overcame
the daunting challenges, the combined surface area of all other solid planets
and moons is just over twice that of Earth.16 There would be adventure and
excitement, but no radical increase in our potential, no fundamental change
to our story. We might try to use their physical resources, but there are
already ample resources for the foreseeable future in the million known
asteroids, and resources for the distant future in the billions of planets now
known to exist elsewhere in our galaxy. The best reason to settle the planets
is to achieve some additional protection from existential risks, though this
provides less safety than one may think, since some of the risks will be
correlated between planets. So perhaps we will leave our own planets
pristine: as monuments, jewels. To be explored and treasured. To fill us
with wonder and inspire us to journey further.

Our Solar System’s greatest contribution to our potential lies with our
Sun, and the vast bounty of clean energy it offers. The sunlight hitting
Earth’s surface each day carries 5,000 times more energy than modern
civilization requires. It gives in two hours what we use in a year. This
abundance of solar energy created most of our other energy sources (coal,
oil, natural gas, wind, hydro, biomass) and far outstrips them.17

But almost all of the Sun’s energy is wasted. It shines not onto leaves or
solar cells, but out into the blackness of space. Earth intercepts less than one
part in a billion; all the bodies of our Solar System together receive less
than a hundred-millionth of the Sun’s light.



In the future, we could harness this energy by constructing solar
collectors in orbit around the Sun. Such a project would be completely
scalable.18 We could start with something small and affordable; then, with a
fraction of the energy it provides, we could scale up to whatever level we
desire. The asteroid belt alone has more than enough raw materials for such
a project.19 Eventually, we could increase our access to clean energy by up
to a billion-fold, using only light that would otherwise be wasted. And such
a structure could also be used to address the Sun’s increasing brightness,
providing shade that could extend the reign of complex life on Earth
tenfold.

Such a path would grant us access to an abundance of clean energy. We
would have no need for dirty energy sources,20 and many of the challenges
that derive from energy scarcity could be solved, including food production,
water purification and conflict over oil. We could quickly cleanse our
atmosphere of our past carbon emissions, using carbon dioxide scrubbers
currently limited by a lack of cheap, clean power. And, beyond all of this,
harnessing the Sun’s energy would cast open the door to the stars.

Could we really reach across the vast distances to the stars? In some ways
the answer has already been written. After finishing their missions among
the planets, Pioneer 10, Voyager 1 and Voyager 2 have all overcome the
gravitational pull of our Solar System and escaped. Eventually, they will
travel far enough to reach our nearest stars; proof that we can span such
distances even with 1970s technology. But that on its own is not enough to
greatly expand our potential, for Voyager 1 will take 70,000 years to reach
the distance of our closest star and will cease functioning long before
then.21

Modern efforts to do better are underway. The Breakthrough Starshot
Initiative, announced in 2016, aims to send a fleet of small, unmanned
spacecraft to Alpha Centauri, four light years away, at about one-fifth the
speed of light. If the project proceeds as planned, it may launch as soon as
2036.22

To truly expand our potential, we would need a spacecraft to reach
another star, then stop and use the resources there to build a settlement that
could eventually grow into a new bastion of civilization.23 Such a trip



requires four challenging phases: acceleration, surviving the voyage,
deceleration and building a base of operations. These challenges are
intertwined. Robotic missions make the trip easier, but building a base
harder (at least for now). Faster missions make surviving the voyage easier,
but greatly increase the energy and technology requirements for
acceleration and deceleration.

We do not currently have the technology to meet these requirements, and
we will not develop it within the next few decades. But we haven’t
discovered any fundamental barriers, and technology advances fast. In my
view, the biggest challenge will be surviving on Earth for the century or two
until it becomes technologically feasible.

While there is some notable skepticism of interstellar travel, a closer
inspection shows that it is directed either at our near-term capabilities or at
our achieving the kind of effortless space travel depicted in films like Star
Wars or Star Trek, where individuals routinely travel between the stars in
relative comfort. I share this skepticism. But the expansion of humanity’s
potential doesn’t require anything like that. It requires only that if we could
survive long enough, and strive hard enough, then we could eventually
travel to a nearby star and establish enough of a foothold to create a new
flourishing society from which we could venture further.

Our abiding image of space travel should not be the comfort and ease of
an ocean liner, but the ingenuity, daring and perseverance of the Polynesian
sailors who, a thousand years ago, sailed vast stretches of the Pacific to find
all its scattered islands and complete the final stage of the settlement of the
Earth. Seen in this way—as a grand challenge for humanity—I can’t help
but think that if we last long enough, we would be able to settle our nearest
stars.

What would we find on our arrival? Do any other worlds in our universe
harbor simple life? Complex life? Alien civilizations? Or are they all
lifeless desert landscapes awaiting the spark of life that only we may bring?
Is life easy and ubiquitous, or are there some steps on the way from a
lifeless planet to self-aware observers that are vanishingly unlikely? Are we
alone in our stellar neighborhood? Our galaxy? Our observable universe?24

Our ever-more-sensitive instruments have so far shown no signs of life
beyond our Earth—no chemical signatures, no radio signals, no traces of
grand engineering projects, no visits. But the quest to find alien life is



young and our telescopes could still easily miss a civilization like ours
within just 100 light years of the Earth. The truth is that we don’t yet know,
and this may not be the century we find out. In this sketch of our potential, I
focus on the case where we are indeed alone. But if we were to find other
life—especially intelligent life—it could profoundly change our future
direction.25 And it may be the distance to our nearest intelligent neighbors,
rather than the limits of our spacecraft, that sets the physical scale for what
we are able to author in the heavens.

Our local stellar neighborhood is a random scattering of stars, extending
more or less uniformly in all directions. This scattered pattern continues as
we zoom out, until 15 million stars come into view, stretching 1,000 light
years from the Earth. Only at this immense scale do signs of the large-scale
structure of our galaxy emerge. Above and below the galactic disc the stars
grow sparse, and as we zoom out even further, we begin to see the curve of
the Orion spiral arm, where our Sun lies; then the other spiral arms, and the
glowing bulge around the galactic center. Finally we see the familiar
whirlpool shape of our spiral galaxy, 150,000 light years across,
encompassing more than 100 billion stars, most with their own planets.

But if we could reach just one nearby star and establish a settlement, this
entire galaxy would open up to us. For then the process could repeat, using
the resources of our new settlement to build more spacecraft, and its sun to
power them. If we could travel just six light years at a time, then almost all
the stars of our galaxy would be reachable.26 Each star system, including
our own, would need to settle just the few nearest stars, and the entire
galaxy would eventually fill with life.27

Because this critical distance of six light years is just slightly further
than our nearest star, it is unlikely that we would be able to reach some stars
without eventually being able to reach most of the galaxy. And because this
wave of new settlements could radiate out in all directions, the enlivening
of our galaxy may occur relatively quickly, by the standards of the history
of life so far. Even if our spacecraft traveled at just 1 percent of the speed of
light, and took 1,000 years to establish a new settlement, the entire galaxy
could be settled within 100 million years—long before the Earth becomes
uninhabitable. And once begun, the process would be robust in the face of



local accidents, failures or natural setbacks.

Our galaxy is surrounded by a cloud of about fifty nearby galaxies, known
as our Local Group. Foremost among them is the Andromeda Galaxy, a
beautiful spiral galaxy, and the only galaxy in our group larger than our
own. Gravity is pulling the two toward each other, and in four billion years
(before our Sun has died) they will collide and unite. With so much distance
between the stars of each galaxy, this collision will do surprisingly little to
upset the stars and their planets. Its main effect will be to disrupt the
delicate spiral structures of the partners, probably merging into a more
uniform elliptical galaxy about three times as large. Eventually (in hundreds
of billions of years) all the other galaxies in our group will have merged in
too, forming a single giant galaxy.28

Zooming further out, we see many more groups of galaxies, some with
as many as a thousand members.29 Eventually these groups resolve into a
larger structure: the cosmic web—long, thick threads of galaxies, called
filaments. These filaments criss-cross space in a kind of three-dimensional
network, as if someone took a random set of points in space and connected
each to its nearest handful of neighbors. Where the filaments intersect,
space is bright and rich with galaxies.30 Between such filaments are dark
and empty expanses, known as cosmic voids. As far as we can tell, this
cosmic web continues indefinitely. At the very least, it continues as far as
we can see or go.

It is these final limits on our knowledge and action that appear to set the
ultimate scale in our universe. We have known for almost a century that our
universe is expanding, pulling the groups of galaxies apart. And twenty
years ago we discovered that this expansion is accelerating. Cosmologists
believe this puts a hard limit on what we will ever be able to observe or
affect.31

We can currently see a sphere around us extending out 46 billion light
years in all directions, known as the observable universe. Light from
galaxies beyond this sphere hasn’t yet had time to reach us.32 Next year we
will see a little further. The observable universe will increase in radius by a
single light year, and about 25 more galaxies will come into view. But on
our leading cosmological theory, the rate at which new galaxies become



visible will decline, and those currently more than 63 billion light years
away will never become visible from the Earth. We could call the region
within this distance the eventually observable universe.33

But much more importantly, accelerating expansion also puts a limit on
what we can ever affect. If, today, you shine a ray of light out into space, it
could reach any galaxy that is currently less than 16 billion light years
away. But galaxies further than this are being pulled away so quickly that
neither light, nor anything else we might send, could ever affect them.34

And next year this affectable universe will shrink by a single light year.
Three more galaxies will slip forever beyond our influence.35 Eventually,
the gulfs between each group of galaxies will grow so vast that nothing will
ever again be able to cross—each group of galaxies will be alone in the
void, forever isolated from the others. This cleaves time into two
fundamental eras: an era of connection with billions of reachable galaxies,
and an era of isolation with a million times fewer. Surprisingly, this
fundamental change in the causal structure of our universe is expected to
happen long before the stars stop burning, in about 150 billion years. Our
closest star, Proxima Centauri, will be less than a tenth of the way through
its life.

So 16 billion light years looks to be the upper bound on how far
humanity can reach, and 150 billion years the bound on how long we have
to do so. I do not know if such intergalactic travel will ever be feasible. We
could again use the strategy of reaching out further and further, a galaxy at a
time, but the distances required are a million-fold greater than for
interstellar travel, bringing unique challenges.36 Still, we know of no
fundamental physical barriers that would prevent a civilization that had
already mastered its own galaxy from taking this next step. (See Appendix
G for more about the different scales a civilization might reach.)

At the ultimate physical scale, there are 20 billion galaxies that our
descendants might be able to reach. Seven-eighths of these are more than
halfway to the edge of the affectable universe—so distant that once we
reached them no signal could ever be sent back. Spreading out into these
distant galaxies would thus be a final diaspora, with each galactic group
forming its own sovereign realm, soon causally isolated from the others.
Such isolation need not imply loneliness—each group would contain
hundreds of billions of stars—but it might mean freedom. They could be



established as pieces of a common project, all set in motion with the same
constitution; or as independent realms, each choosing its own path.

With entire galaxies receding beyond our reach each year, one might
think this pushes humanity toward a grand strategy of haste—a desperate
rush to reach the technologies of intergalactic travel as soon as possible. But
the relative loss each year is actually rather slow—about one part in five
billion—and it is this relative reduction in our potential that matters.37

The pressures toward prudence and wisdom are larger, in relative terms,
and counsel care over haste. If rushing to acquire these technologies a
century earlier diminished our chance of survival by even one part in 50
million, it would be counter-productive. And for many years hence, the
value of another century’s reflection on what to do with the future—an
irrevocable choice, and quite possibly the most important one humanity will
ever make—will outweigh the value of extending our reach by just one part
in fifty million. So our best grand strategy is one of careful reflection and
prudence, with our degree of caution tuned to the slow clock of
cosmological expansion.38

Such considerations seem unreal. In most of our day-to-day thought, and
even our deeper reflection about the future and humanity’s potential, we
look around and see the Earth. Our eyes rarely turn to the heavens and the
dusting of night stars. If pressed, we accept that planets, stars and galaxies
are real places, but we rarely feel it, or consider that they could be crucial to
our future potential.

One person who seriously considered the stars was Frank Ramsey, the
brilliant economist and philosopher, whose career was cut short when he
died at just 26 years of age, in 1930. His attitude was one of heroic
defiance:

I don’t feel the least humble before the vastness of the heavens. The
stars may be large, but they cannot think or love; and these are
qualities which impress me far more than size does. I take no credit
for weighing nearly seventeen stone. My picture of the world is
drawn in perspective, and not to scale. The foreground is occupied by
human beings and the stars are all small as threepenny bits.39



There is truth to this. What makes each of us special, so worthy of
protection and celebration is something subtle about us, in the way that the
matter of which we are comprised has been so delicately arranged as to
allow us to think and love and create and dream.

Right now, the rest of the universe appears to lack such qualities.
Ramsey may be right that in terms of value, the stars are as small as
threepenny bits. But if we can venture out and animate the countless worlds
above with life and love and thought, then even on Ramsey’s view, we
could bring our cosmos to its full scale; make it worthy of our awe. And
since it appears to be only us who can bring the universe to such full scale,
we may have an immense instrumental value, which would leave us at the
center of this picture of the cosmos. In this way, our potential, and the
potential in the sheer scale of our universe, are interwoven.

QUALITY

We have seen that the future is a canvas vast in time and space. Its ultimate
beauty will depend on what we paint. Trillions of years and billions of
galaxies are worth little unless we make of them something valuable. But
here too we have grounds for profound optimism. For the potential quality
of our future is also grand beyond imagining.

As we’ve seen, human life is on the whole much better today than ever
before. Compared with our ancestors, we have less to fear from disease,
from hunger and from each other. We have conquered polio and smallpox.
We have created vaccines, antibiotics and anesthetics. Humans today are
less likely than at any point in the history of civilization to live in slavery or
poverty; to be tortured, maimed or murdered; to starve. We have greater
freedom to choose our loves, our beliefs, our leaders and the courses of our
lives. Many of our children have access to opportunities that would astound
our ancestors—opportunities to learn, play and experiment; to travel; to
engage with the greatest novels, poems and philosophies; to experience a
lifetime’s variety of harmonies, sights and flavors; and to contemplate truths
about the cosmos unknown to our most learned ancestors.

Yet human life, for all its joys, could be dramatically better than it is today.



We have made tremendous progress on violence and disease, but there is
still so much room for improvement—still lives being broken or cut short.
The development of anesthetics and pain relief have dramatically cut the
prevalence of intense physical pain, yet we still live at a time with
avoidable agony. We have made great progress in freeing people from
absolute poverty, but a tenth of us still live under its shadow. And when it
comes to relative poverty, to severe depression, to racism and sexism, we
are far from a solution.

Many of the harshest injustices visited upon our fellow humans are
behind us. While from year to year it can be hard to tell if things are getting
better or worse, on the scale of centuries we have seen a clear decline in
persecution and intolerance, with a marked rise in personal freedoms and
political equality. Yet even in the most progressive countries we have a long
way to go, and there are still parts of the world that have barely begun the
journey.

And there are further injustices inflicted upon the billions of animals in
the modern meat industry and in the natural world. Our civil awakening to
the plight of animals and our environment came only very recently, in the
wake of the severe harms inflicted upon them by industry in the twentieth
century. But we increasingly see such harms for what they are, and have
begun the fight to end these new forms of injustice.

These blights upon our world must end. And we can end them—if we
survive. In the face of persecution and uncertainty, the noblest among our
ancestors have poured their efforts into building a better and more just
world. If we do the same—and give our descendants a chance to do the
same—then as our knowledge, invention, coordination and abundance
grow, we can more and more fulfill the fierce hope that has flowed through
so many strands of the human project: to end the evils of our world and
build a society that is truly just and humane.

And even such a profound achievement might only set the stage for what is
to come. Our full potential for flourishing remains undreamed.

Consider the parts of your life when you brushed paths with true
happiness. The year, month or day when everything was coming together
and you had a glimpse of the richness that life can hold; when you saw how



much greater a life could be. For me, most recently, this was the fortnight
after the birth of my child: sharing the delight with my friends; sharing the
journey with my wife; knowing my parents in a new way; the pride of
fatherhood.

Or consider your peak experiences. Those individual moments where
you feel most alive; where you are rapt with wonder or love or beauty. In
my current stage of life these are most often moments with my daughter.
When she sees me arrive at nursery, her eyes lighting up, running headlong
into my arms, her fierce embrace. Consider how many times better such
moments are than the typical experiences of your day. My typical
experiences are by no means bad, but I’d trade hundreds, maybe thousands,
for the peaks.

Most of these peaks fade all too quickly. The world deadens; we settle
into our routines; our memories dim. But we have seen enough to know that
life can offer something far grander and more alive than the standard fare. If
humanity can survive, we may one day learn to dwell more and more
deeply in such vitality; to brush off more and more dust; to make a home
amidst the beauty of the world. Sustaining such heights might not be easy,
or simple. It could require changes in our psychology that we should
approach with caution. But we know of nothing, in principle, that stands in
our way, and much to recommend the exploration.

And peak experiences are not merely potential dwellings—they are also
pointers to possible experiences and modes of thought beyond our present
understanding. Consider, for example, how little we know of how
ultraviolet light looks to a finch; of how echolocation feels to a bat, or a
dolphin; of the way that a red fox, or a homing pigeon, experiences the
Earth’s magnetic field. Such uncharted experiences exist in minds much
less sophisticated than our own. What experiences, possibly of immense
value, could be accessible, then, to minds much greater? Mice know very
little of music, art or humor. Toward what experiences are we as mice?
What beauties are we blind to?40

Our descendants would be in a much better position to find out. At the
very least, they would likely be able to develop and enhance existing human
capacities—empathy, intelligence, memory, concentration, imagination.
Such enhancements could make possible entirely new forms of human
culture and cognition: new games, dances, stories; new integrations of



thought and emotion; new forms of art. And we would have millions of
years—maybe billions, or trillions—to go much further, to explore the most
distant reaches of what can be known, felt, created and understood.

In this respect, the possible quality of our future resembles its possible
duration and scope. We saw how human civilization has probed only a tiny
fraction of what is possible in time or space. Along each of these
dimensions, we can zoom out from our present position with a dizzying
expansion of scale, leading to scarcely imaginable vistas waiting to be
explored. Such scales are a familiar feature of contemporary science. Our
children learn early that everyday experience has only acquainted us with a
tiny fraction of the physical universe.

Less familiar, but just as important, is the idea that the space of possible
experiences and modes of life, and the degree of flourishing they make
available, may be similarly vast, and that everyday life may acquaint us
with a similarly parochial proportion. In this sense, our investigations of
flourishing thus far in history may be like astronomy before telescopes—
with such limited vision, it is easy to think the universe small, and human-
centered. Yet how strange it would be if this single species of ape, equipped
by evolution with this limited set of sensory and cognitive capacities, after
only a few thousand years of civilization, ended up anywhere near the
maximum possible quality of life. Much more likely, I think, that we have
barely begun the ascent.

Rising to our full potential for flourishing would likely involve us being
transformed into something beyond the humanity of today. Remember that
evolution has not stopped with humanity. There have been many species of
the genus Homo, and within 1 or 2 million years we would expect to
gradually become a different species from today’s Homo sapiens. Indeed,
unless we act to prevent it, this will eventually happen. This century’s
genetic technologies will give us the tools to transform ourselves much
faster, should we wish. And we can already see additional avenues for
transformation on the horizon, such as implants granting digital extensions
to our minds, or developments in artificial intelligence allowing us to craft
entirely new kinds of beings to join us or replace us.

Such transformation would bring serious risks: risks of inequality and



injustice; of splintering the unity of humanity; of unanticipated
consequences stretching over vast spans of time. Some of these risks are
existential. Replacing ourselves with something much worse, or something
devoid of value altogether, would put our entire future in jeopardy, as would
any form of enhancement that could lead to widespread conflict or social
collapse. But forever preserving humanity as it is now may also squander
our legacy, relinquishing the greater part of our potential.

So I approach the possibility of transforming ourselves with cautious
optimism. If we can navigate its challenges maturely, such transformation
offers a precious opportunity to transcend our limitations and explore much
more deeply just how good life can be. I love humanity, not because we are
Homo sapiens, but because of our capacity to flourish, and to bring greater
flourishing to the world around us. And in this most important respect, our
descendants, however different, could reach heights that would be forever
beyond our present grasp.

CHOICES

I have sketched three dimensions of humanity’s potential: the vistas of time,
space and experience that the future holds. My concern has not been to
paint a detailed picture, but to persuade you, more generally, that we stand
before something extraordinarily vast and valuable—something in light of
which all of history thus far will seem the merest prelude; a taste; a seed.
Beyond these outlines, the substance of our future is mostly unknown. Our
descendants will create it.

If we steer humanity to a place of safety, we will have time to think.
Time to ensure that our choices are wisely made; that we will do the very
best we can with our piece of the cosmos. We rarely reflect on what that
might be. On what we might achieve should humanity’s entire will be
focused on gaining it, freed from material scarcity and internal conflict.
Moral philosophy has been focused on the more pressing issues of treating
each other decently in a world of scarce resources. But there may come a
time, not too far away, when we mostly have our house in order and can
look in earnest at where we might go from here. Where we might address
this vast question about our ultimate values. This is the Long Reflection.



I do not know what will come out of it. What ideas will stand the test of
time; of careful analysis by thinkers of all kinds, each anxious to avoid any
bias that may doom us to squander our potential. I do not know in what
proportions it will be a vision of flourishing, of virtue, of justice, of
achievement; nor what final form any of these aspects may take. I do not
know whether it will be a vision that transcends these very divisions in how
we think of the good.

We might compare our situation with that of people 10,000 years ago, on
the cusp of agriculture. Imagine them sowing their first seeds and reflecting
upon what opportunities a life of farming might enable, and on what the
ideal world might look like. Just as they would be unable to fathom almost
any aspect of our current global civilization, so too we may not yet be able
to see the shape of an ideal realization of our potential.

This chapter has focused on humanity’s potential—on the scope of what
we might someday be able to achieve. Living up to this potential will be
another great challenge in itself. And vast efforts will be undertaken in an
attempt to rise to this challenge. But they can wait for another day. These
battles can be fought by our successors. Only we can make sure we get
through this period of danger, that we navigate the Precipice and find our
way to safety; that we give our children the very pages on which they will
author our future.
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APPENDIX A

DISCOUNTING THE LONGTERM FUTURE

An existential catastrophe would drastically reduce the value of our entire
future. This may be the most important reason for safeguarding humanity
from existential risks. But how important is our longterm future? In
particular, does the fact that much of it occurs far from us in time reduce its
value?

Economists often need to compare benefits that occur at different times.
And they have discovered a number of reasons why a particular kind of
benefit may matter less if received at a later time.

For example, I recently discovered a one-dollar coin that I’d hidden
away as a child to be found by my future self. After the immediate joy of
discovery, I was struck by the fact that by transporting this dollar into the
future, I’d robbed it of most of its value. There was the depreciation of the
currency, of course, but much more than that was the fact that I now have
enough money that one extra dollar makes very little difference to my
quality of life.1

If people tend to become richer in the future (due to economic growth)
then this effect means that monetary benefits received in the future will tend
to be worth less than if they were received now (even adjusting for
inflation).2 Economists take this into account by “discounting” future
monetary benefits by a discount factor that depends on both the economic
growth rate and the psychological fact that extra spending for an individual
has diminishing marginal utility.3

A second reason why future benefits can be worth less than current
benefits is that they are less certain. There is a chance that the process
producing this benefit—or indeed the person who would receive it—won’t
still be around at the future time, leaving us with no benefit at all. This is



sometimes called the “catastrophe rate.” Clearly one should adjust for this,
reducing the value of future benefits in line with their chance of being
realized.

The standard economic approach to discounting (the Ramsey model)
incorporates both these reasons.4 It treats the appropriate discount rate for
society (ρ) as the sum of two terms:

The first term (ηg) represents the fact that as future people get richer, they
get less benefit from money. It is the product of a factor reflecting the way
people get diminishing marginal utility from additional consumption (η)
with the growth rate of consumption (g). The second term (δ) accounts for
the chance that the benefit won’t be realized (the catastrophe rate).

So how do we use this formula for discounting existential risk? The first
thing to note is that the ηg term is inapplicable.5 This is because the future
benefit we are considering (having a flourishing civilization instead of a
ruined civilization, or nothing at all) is not a monetary benefit. The entire
justification of the ηg term is to adjust for marginal benefits that are worth
less to you when you are richer (such as money or things money can easily
buy), but that is inapplicable here—if anything, the richer people might be,
the more they would benefit from avoiding ruin or oblivion. Put another
way, the ηg term is applicable only when discounting monetary benefits, but
here we are considering discounting wellbeing (or utility) itself. So the ηg
term should be treated as zero, leaving us with a social discount rate equal
to δ.

I introduced δ by saying that it accounts for the catastrophe rate, but it is
sometimes thought to include another component too: pure time preference.
This is a preference for one benefit over another simply because it comes
earlier, and it is a third reason for discounting future benefits.

But unlike the earlier reasons, there is substantial controversy over
whether pure time preference should be included in the social discount rate.
Philosophers are nearly unanimous in rejecting it.6 Their primary reason is
that it is almost completely unmotivated. In a world where people have had
a very long history of discounting the experiences of out-groups (cf. the



widening moral circle), we would want a solid argument for why we should
count some people much less than we count ourselves, and this is lacking.

Even our raw intuitions seem to push against it. Is an 80-year life
beginning in 1970 intrinsically more valuable than one that started in 1980?
Is your older brother’s life intrinsically more important than your younger
brother’s? It only gets worse when considering longer durations. At a rate
of pure time preference of 1 percent, a single death in 6,000 years’ time
would be vastly more important than a billion deaths in 9,000 years. And
King Tutankhamun would have been obliged to value a single day of
suffering in the life of one of his contemporaries as more important than a
lifetime of suffering for all 7.7 billion people alive today.

Many economists agree, stating that pure time preference is irrational,
unfounded or immoral.7 For example, Ramsey himself said it was “ethically
indefensible and arises merely from the weakness of the imagination,”
while R. F. Harrod called it “a polite expression for rapacity and the
conquest of reason by passion.”8 Even those who accept it often maintain a
deep unease when considering its application to the longterm future.

The standard rationale among those economists who endorse pure time
preference is that people simply have such a preference and that the job of
economists is not to judge people’s preferences, but to show how best to
satisfy them. From our perspective, there are three key problems here.

Firstly, even if this were the job of the economist,9 it is not my job. I am
writing this book to explore how humanity should respond to the risks we
face. This point of view allows for the possibility that people’s
unconsidered reflection on how to treat the future can be mistaken: we
sometimes act against our own longterm interests and we can suffer from a
bias toward ourselves at the expense of future generations. Using our raw
intuitions to set social policy would risk enshrining impatience and bias into
our golden standard.

Secondly, the pure time preference embodied in δ is an unhappy
compromise between respecting people’s actual preferences and the
preferences they should have. The form of pure time preference people
actually exhibit is not in the shape of an exponential. They discount at high
rates over the short term and low rates over the long term. Non-exponential
discounting is typically seen by economists as irrational as it can lead
people to switch back and forth between two options in a way that



predictably makes them worse off.
For this reason economists convert people’s non-exponential time

preference into an exponential form, with a medium rate of discounting
across all time frames. This distorts people’s actual preferences,
underestimating how much they discount over short time periods and
overestimating how much they discount over long time periods (such as
those that concern us in this book). Moreover, it is difficult for them to run
the argument that individual preferences are sacrosanct while
simultaneously choosing to distort them in these ways—especially if they
do so on the grounds that the exhibited preferences were irrational. If they
really are irrational, why fix them in this way, rather than by simply
removing them?

And thirdly, the evidence for pure time preference comes from
individuals making choices about benefits for themselves. When individuals
make choices about the welfare of others, they exhibit little or no pure time
preference. For example, while we might take a smaller benefit now over a
larger one later—just because it comes sooner—we rarely do so when
making the choice on behalf of others. This suggests that our preference for
immediate gratification is really a case of weakness of will, rather than a
sober judgment that our lives really go better when we have smaller
benefits that happen earlier in time. And indeed, when economists adjust
their experiments to ask about benefits that would be received by unknown
strangers, the evidence for pure time preference becomes very weak, or
non-existent.10

I thus conclude that the value at stake in existential risk—the benefit of
having a flourishing future rather than one ravaged by catastrophe—should
only be discounted by the catastrophe rate. That is, we should discount
future years of flourishing by the chance we don’t get that far.11 An
approach like this was used by Nicholas Stern in his famous report on the
economics of climate change. He set pure time preference to zero and set δ
to a catastrophe rate of 0.1 percent per annum (roughly 10 percent per
century).12 This values humanity’s future at about 1,000 times the value of
the next year (higher if the quality of each year improves). This is enough to
make existential risk extremely important, but still somewhat less than one
may have thought.

The standard formula treats the discount rate as constant over time,



discounting the future according to an exponential curve. But more careful
economic accounts allow the rate to vary over time.13 This is essential for
the catastrophe rate. For while the background natural risk may have been
roughly constant, there has been a stark increase in the anthropogenic risks.
If humanity rises to this challenge, as I believe we shall, then this risk will
start to fall back down, perhaps all the way down to the background rate, or
even lower. If annual risks become low in the long term, then the expected
value of the future is very great indeed. As a simplified example, if we
incur a total of 50 percent risk during the Precipice before lowering the
risks back to the background level, then our future would be worth at least
100,000 times as much as next year.14

Of course we don’t actually know what the catastrophe rate is now, let
alone how it will change over time. This makes a big difference to the
analysis. One might think that when we are uncertain about the catastrophe
rate, we should simply discount at the average of the catastrophe rates we
find credible. For example, that if we think it equally likely to be 0.1
percent or 1 percent, we should discount at 0.55 percent. But this is not
right. A careful analysis shows that we should instead discount at a
changing rate: one that starts at this average, then tends toward the lowest
credible rate as time goes on.15 This corresponds to discounting the
longterm future as if we were in the safest world among those we find
plausible. Thus the possibility that longterm catastrophe rates fall to the
background level or below plays a very large role in determining the
discounted value of humanity’s future.

And finally, in the context of evaluating existential risk, we need to
consider that the catastrophe rate is not set exogenously. Our actions can
reduce it. Thus, when we decide to act to lower one existential risk, we may
be reducing the discount rate that we use to assess subsequent action.16 This
can lead to increasing returns on work toward safeguarding our future.

The upshot of all this is that economic discounting does not reduce the
value of the future to something tiny—that only happens when discounting
is misapplied. Discounting based on the diminishing marginal utility of
money is inapplicable, and pure time preference is inappropriate. This
leaves us with the uncertain and changing catastrophe rate. And discounting
by this is just another way of saying that we should value the future at its
expected value: if we have empirical grounds for thinking our future is very



long in expectation, there is no further dampening of its value coming from
the process of discounting.17



APPENDIX B

POPULATION ETHICS AND EXISTENTIAL RISK

Theories of ethics point to many different features of our acts that could
contribute to them being right or wrong. For instance, whether they spring
from bad motives, violate rights or treat people unfairly. One important
feature that nearly everyone agrees is relevant is the effect of our acts on the
wellbeing of others: increasing someone’s wellbeing is good, while
reducing it is bad. But some of our acts don’t merely change people’s
wellbeing, they change who will exist. Consider, for example, a young
couple choosing whether to have a child. And there is substantial
disagreement about how to compare outcomes that contain different people
and, especially, different numbers of people. The subfield of ethics that
addresses these questions is known as population ethics.

Population ethics comes to the fore when considering how bad it would
be if humanity went extinct. One set of reasons for avoiding extinction
concerns the future. I’ve pointed to the vast future ahead of us, with
potential for thousands, millions or billions of future generations. Extinction
would prevent these lives, and all the wellbeing they would involve, from
coming into existence. How bad would this loss of future wellbeing be?

One simple answer is the Total View: the moral value of future wellbeing
is just the total amount of wellbeing in the future. This makes no distinction
between whether the wellbeing would come to people who already exist or
to entirely new people. Other things being equal, it suggests that the value
of having a thousand more generations is a thousand times the value of our
generation. On this view, the value of losing our future is immense.

To test moral theories, philosophers apply a kind of thought experiment
containing a stark choice. These choices are often unrealistic, but a moral
theory is supposed to apply in all situations, so we can try to find any



situation where it delivers the intuitively wrong verdict and use this as
evidence against the theory.

The main critique of the Total View is that it leads to something called
the repugnant conclusion: for any outcome where everyone has high
wellbeing, there is an ever better outcome where everyone has only a tiny
amount of wellbeing, but there are so many people that quantity makes up
for quality. People find some quantity/quality trade-offs intuitive (for
example, that today’s world of 7.7 billion people is better than one with a
single person who has slightly higher average wellbeing), but most feel that
the Total View takes this too far.

As we shall see, the rivals to the Total View have their own
counterintuitive consequences, and indeed there are celebrated impossibility
results in the field which show that every theory will have at least one moral
implication that most people find implausible.18 So we cannot hope to find
an answer that fits all our intuitions and will need to weigh up how bad each
of these unintuitive consequences is.

Another famous approach to population ethics is to say the value of
wellbeing in the universe is given not by the total but by the average. This
approach comes in two main versions. The first takes the average wellbeing
in each generation, then sums this up across all the generations. The second
takes the average wellbeing across all lives that are ever lived, wherever
they are in space and time.

Both versions of averaging are subject to very serious objections. The
first version can sometimes prefer an alternative where exactly the same
people exist, but where everyone’s wellbeing is lower.19 The second version
runs into problems when we consider negative wellbeing—lives not worth
living. If our only choices were the end of humanity, or creating future
people cursed with lives of extremely negative wellbeing, this theory can
prefer the latter (if the past was so bad that even this hellish future brings up
the average). And it can even prefer adding lives with negative wellbeing to
adding a larger number of lives with positive wellbeing (if the past was so
good that the larger number of positive lives would dilute the average
more). These conclusions are generally regarded as even more counter-
intuitive than the repugnant conclusion and it is very difficult to find
supporters of either version of averaging among those who study population
ethics.



Interestingly, even if one overlooked these troubling implications, both
versions of averaging probably support the idea that extinction would be
extremely bad in the real world. This is easy to see for the sum of
generational averages—like the Total View, it says that other things being
equal, the value of having 1,000 future generations is 1,000 times the value
of our generation. What about the average over all lives over all time? Since
quality of life has been improving over time (and has the potential to
improve much more) our generation is actually bringing up the all-time
average. Future generations would continue to increase this average (even if
they had the same quality of life as us).20 So on either average-based view
there would be a strong reason to avoid extinction on the basis of the
wellbeing of future generations.

But there is an alternative approach to population ethics according to
which human extinction might not be treated as bad at all. The most famous
proponent is the philosopher Jan Narveson, who put the central idea in
slogan form: “We are in favor of making people happy, but neutral about
making happy people.”21 Many different theories of population ethics have
been developed to try to capture this intuition, and are known as person-
affecting views. Some of these theories say there is nothing good about
adding thousands of future generations with high wellbeing—and thus
nothing bad (at least in terms of the wellbeing of future generations) if
humanity instead went extinct. Are these plausible? Could they undermine
the case for concern about existential risk?

There have been two prominent ways of attempting to provide a
theoretical foundation for Narveson’s slogan. One is to appeal to a simple
intuition known as the person-affecting restriction: that an outcome can’t be
better than another (or at least not in terms of wellbeing) unless it is better
for someone.22 This principle is widely accepted in cases where exactly the
same people exist in both outcomes. When applied to cases where different
people exist in each outcome, the principle is usually interpreted such that a
person has to exist in both outcomes in order for one to count as better for
them than the other, and this makes the principle both powerful and
controversial. For example, it could allow us to avoid the repugnant
conclusion—there is no one who is better off in the outcome that has many
people with low wellbeing, so it could not be better.23

The other theory-based approach to justifying Narveson’s slogan is to



appeal to an intuition that we have duties to actual people, but not to merely
possible people.24 On this view, we wouldn’t need to make any sacrifices to
the lives of the presently existing people in order to save the merely
possible people of the future generations.

But both these justifications run into decisive problems once we recall
the possibility of lives with negative wellbeing. Consider a thought
experiment in which people trapped in hellish conditions will be created
unless the current generation makes some minor sacrifices to stop this.
Almost everyone has a strong intuition that adding such lives of negative
wellbeing is bad, and that we should of course be willing to pay a small cost
to avoid adding them. But if we did, then we made real sacrifices on
account of merely possible people, and we chose an outcome that was better
for no one (and worse for currently existing people).

So these putative justifications for Narveson’s slogan run counter to our
strongly held convictions about the importance of avoiding new lives with
negative wellbeing. It therefore seems to me that these two attempts to
provide a theoretical justification for the slogan are dead ends, at least when
considered in isolation. Any plausible account of population ethics will
involve recommending some choices where no individual who would be
present in both outcomes is made better off, and making sacrifices on behalf
of merely possible people.

Given the challenges in justifying Narveson’s slogan in terms of a more
basic moral principle, philosophers who find the slogan appealing have
increasingly turned to the approach of saying that what justifies it is simply
that it captures our intuitions about particular cases better than alternative
views. The slogan on its own doesn’t say how to value negative lives, so the
proponents of this approach add to it an asymmetry principle: that adding
new lives of positive wellbeing doesn’t make an outcome better, but adding
new lives with negative wellbeing does make it worse.

Philosophers have developed a wide variety of theories based on these
two principles. Given the variety, the ongoing development and the lack of
any consensus approach, we can’t hope to definitively review them here.
But we can look to general patterns. These theories typically run into a
variety of problems: conflicting with strong intuitions about thought
experiments, conflicting with important moral principles, and violating
widely held principles of rationality.25 Adjustments to the theories to avoid



some of these problems have typically exacerbated other problems or
created new problems.

But perhaps most importantly, the slogan and asymmetry principle are
usually justified merely by an appeal to our intuitions on particular cases.26

Person-affecting views fit our intuitions well in some cases, but poorly in
others. The case in question—whether extinction would be bad—is one
where these views offer advice most people find very counterintuitive.27 In
general, we shouldn’t look to a disputed theory to guide us on the area
where it seems to have the weakest fit with our considered beliefs.28

Moreover, there are versions of person-affecting views that capture
some of their core intuitions without denying the badness of extinction. For
example, there are less strict theories which say that we have some reason
to create lives of high wellbeing, but stronger reason to help existing people
or avoid lives of negative wellbeing. Since the future could contain so many
new lives of high wellbeing it would still be very important.

In summary, there are some theories of how to value the wellbeing of future
people that may put little or no value on avoiding extinction. Many such
views have been shown to be untenable, but not all, and this is still an area
of active research. If someone was committed to such a view, they might
not find the argument based on lost future wellbeing compelling.

But note that this was only one kind of explanation for why
safeguarding humanity is exceptionally important. There remain
explanations based on the great things we could achieve in the future
(humanity’s greatest works in arts and science presumably lie ahead) and on
areas other than our future: on our past, our character, our cosmic
significance and on the losses to the present generation. People who hold
person-affecting accounts of the value of the wellbeing of future
generations could well be open to these other sources of reasons why
extinction would be bad. And there remains the argument from moral
uncertainty: if you thought there was any significant chance these person-
affecting views were mistaken, it would be extremely imprudent to risk our
entire future when so many other moral theories say it is of utmost
importance.

Finally, we’ve focused here on the moral importance of preventing



extinction. Even theories of population ethics that say extinction is a matter
of indifference often ascribe huge importance to avoiding other kinds of
existential catastrophes such as the irrevocable collapse of civilization or an
inescapable dystopia. So even someone who was untroubled by human
extinction should still be deeply concerned by other existential risks. And
since hazards that threaten extinction usually threaten the irrevocable
collapse of civilization as well, these people should often be concerned by a
very similar set of risks.



APPENDIX C

NUCLEAR WEAPONS ACCIDENTS

One may imagine that the enormous importance and obvious danger of
nuclear weapons would lead to extremely careful management—processes
that would always keep us far from accidental destruction. It is thus
surprising to learn that there were so many accidents involving nuclear
weapons: a US Department of Defense report counts 32 known cases.29

None of these involved an unexpected nuclear detonation, which speaks
well for the technical safeguards that try to stop even an armed weapon
whose conventional explosives detonate from creating a nuclear explosion.
But they show how complex the systems of nuclear war were, with so many
opportunities for failure. And they involve events one would never have
thought possible if the situation was being handled with due care, such as
multiple cases of nuclear bombs accidentally falling out of planes and the
large number of lost nuclear weapons that have never been recovered.

List of Accidents

1957 A nuclear bomb accidentally fell through the bomb bay doors of a B-36 bomber over New

Mexico. The high explosives detonated, but there was no nuclear explosion.30

1958 A B-47 bomber crashed into a fighter plane in mid-air off the coast near Savannah, Georgia.
The B-47 jettisoned its atomic bomb into the ocean. There are conflicting reports about
whether it contained its atomic warhead, with the Assistant Secretary of Defense testifying to

Congress that it did.31

1958 A B-47 bomber accidentally dropped a nuclear bomb over South Carolina, landing in
someone’s garden and destroying their house. Fortunately, its atomic warhead was still in the

plane.32



1960 A BOMARC air defense missile caught fire and melted. Its 10-kiloton warhead did not

commence a nuclear explosion.33

1961 A B-52 carrying two 4-megaton nuclear bombs broke up over North Carolina. The bombs fell
to the ground. One of them broke apart on impact, and a section containing uranium sank into
the waterlogged farmland. Despite excavation to a depth of 50 feet, it was never recovered.
There was no nuclear explosion, though multiple sources, including Defense Secretary Robert

McNamara, have said that a single switch prevented a nuclear explosion.34

1961 A B-52 carrying two nuclear bombs crashed in California. Neither bomb detonated.35

1965 A fighter jet carrying a 1-megaton bomb fell off the side of a US aircraft carrier, near Japan.

The bomb was never recovered.36

1966 A B-52 carrying four nuclear weapons crashed into a refueling plane in mid-air above Spain.
All four bombs fell, and two of the bombs suffered conventional explosions on impact with
the ground. There was substantial radiation, and 1,400 tons of contaminated soil and

vegetation needed to be taken back to the US.37

1968 A B-52 bomber flying over Greenland caught fire and crashed into the ice. The conventional
high explosives surrounding the nuclear cores of its four hydrogen bombs detonated. Luckily,

this did not set off a nuclear reaction.38 Had it done so, all signals would have suggested this
was a Soviet nuclear strike, requiring nuclear retaliation—for it was at the location of one part

of the US early warning systems, detecting Soviet missiles fired across the North Pole.39

1980 A Titan II missile exploded at an Air Force Base in Damascus, Arkansas, after a wrench was
dropped and punctured its fuel tank. Hours later there was an explosion in which the 9-

megaton warhead was propelled about 100 meters away, but its safety features kept it intact.40

This is only a part of the full list of accidents, and we have very little
knowledge at all of how bad things were on the Russian side.

The Accidental Launch Order

One of the most astounding accidents has only just come to light and may
well be the closest we have come to nuclear war. But the incident I shall
describe has been disputed, so we cannot yet be sure whether it occurred.

On October 28, 1962—at the height of the Cuban Missile Crisis—a US
missile base in the US-occupied Japanese island of Okinawa received a



radioed launch order. The island had eight launch centers, each controlling
four thermonuclear missiles. All three parts of the coded order matched the
base’s own codes, confirming that it was a genuine order to launch their
nuclear weapons.

The senior field officer, Captain William Bassett, took command of the
situation. He became suspicious that a launch order was given while only at
the second highest state of readiness (DEFCON 2), which should be
impossible. Bassett’s crew suggested that the DEFCON 1 order may have
been jammed and a launch officer at another site suggested a Soviet pre-
emptive attack may be underway, giving no time to upgrade to DEFCON 1.

But Bassett’s crew quickly calculated that a pre-emptive strike should
have already hit them. Bassett ordered them to check the missiles’ readiness
and noticed that three of their targets were not in Russia, which seemed
unlikely given the current crisis. He radioed to the Missile Operations
Center to confirm the coded order but the same code was radioed back.

Bassett was still suspicious, but a lieutenant in charge of another site, all
of whose targets were in the USSR, argued that Bassett had no right to stop
the launch given that the order was repeated. This other officer ordered the
missiles at his site to be launched.

In response, Bassett ordered two airmen from an adjacent launch site to
run through the underground tunnel to the site where the missiles were
being launched, with orders to shoot the lieutenant if he continued with the
launch without either Bassett’s agreement or a declaration of DEFCON 1.

Airman John Bordne (who recounted this story) realized that it was
unusual for the launch order to be given at the end of a routine weather
report and for the order to have been repeated so calmly. Bassett agreed and
telephoned the Missile Operations Center, asking the person who radioed
the order to either give the DEFCON 1 order or issue a stand-down order. A
stand-down order was quickly given and the danger was over.

This account was made public in 2015 in an article in the Bulletin of the
Atomic Scientists and a speech by Bordne at the United Nations. It has since
been challenged by others who claimed to have been present in the
Okinawa missile bases at the time.41 There is some circumstantial evidence
supporting Bordne’s account: his memoir on it was cleared for publication



by the US Air Force, the major who gave the false launch order was
subsequently court-martialled, and Bordne has been actively seeking
additional testimony from others who were there at the time.

I don’t know who is correct, but the matter warrants much more
investigation. There is an active Freedom of Information request to the
National Security Archive, but this may take many years to get a response.
In my view this alleged incident should be taken seriously, but until there is
further confirmation, no one should rely on it in their thinking about close
calls.



APPENDIX D

SURPRISING EFFECTS WHEN COMBINING RISKS

We have seen a number of counterintuitive effects that occur when we
combine individual existential risks to get a figure for the total existential
risk. These effects get stronger, and stranger, the more total risk there is.
Since the total risk includes the accumulated existential risk over our entire
future, it may well be high enough for these effects to be significant.

First, the total risk departs more and more from being the sum of the
risks. To keep the arithmetic simple, suppose we face four 50 percent risks.
Since the total risk can’t be over 100 percent, logic dictates that they must
overlap substantially and combine to something much less than their sum.
For example, if they were independent, the total risk would not be 200
percent, but 93.75 percent (= 15/16).

Second, there can be substantial increasing marginal returns if we
eliminate more and more risks. For example, eliminating the first of four
independent 50 percent risks would only reduce the total risk to 87.5
percent. But eliminating the subsequent risks would make more and more
headway: to 75 percent, then 50 percent, then 0 percent—a larger absolute
effect each time. Another way to look at this is that eliminating each risk
doubles our chance of survival and this has a larger absolute effect the
higher our chance of survival is. Similarly, if we worked on all four risks in
parallel, and halved the risk from each (from 50 percent to 25 percent), the
total risk would only drop from 93.75 percent to about 68 percent. But if we
halved them all a second time, the risk would drop by a larger absolute
amount, to about 41 percent. What is happening in these examples is that
there is so much overlap between the risks that a catastrophe is over-
determined, and the total remains high when we act. But our action also
helps to reduce this overlap, allowing further actions to be more helpful.



Third, it can be much more important to work on the largest risks. We
saw that if we faced independent 10 percent and 20 percent risks,
eliminating the 10 percent risk would reduce total risk by 8 points, while
eliminating the 20 percent risk would reduce total risk by 18 points (see
here). So reducing the larger risk was not 2 times more important, but 2.25
times more.

Correct calculations of relative importance of independent risks require
the naïve ratio of probabilities to be multiplied by an additional factor: the
ratio between the chance the first catastrophe doesn’t happen and the chance
the second catastrophe doesn’t happen.42 When the risks are small, the
chance each catastrophe doesn’t happen is close to one, so this ratio must
also be close to one, making little difference. But when a risk grows large,
the ratio can grow large too, making a world of difference.43

Suppose we instead faced a 10 percent risk and a 90 percent risk. In this
case the naïve ratio would be 9:1 and the adjustment would also be 9:1, so
eliminating the 90 percent risk would be 81 times as important as
eliminating the 10 percent risk (see Figure D.1). Perhaps the easiest way to
think about this is that not only is the 90 percent risk 9 times more likely to
occur, but the world you get after eliminating it is also 9 times more likely
to survive the remaining risks.
This adjustment applies in related cases too. Halving the 90 percent risk is
81 times as important as halving the 10 percent risk, and the same is true for
any other factor by which one might reduce it. Even reducing a risk by a
fixed absolute amount, such as a single percentage point, is more important
for the larger risk. Reducing the 90 percent risk to 89 percent is 9 times as
important as reducing the 10 percent risk to 9 percent.44



FIGURE D.1 Independent 10% and 90% risks give a total risk of 91%. Removing

the 10% risk would lower the total risk (the total shaded area) by just a single
percentage point to 90%, while removing the 90% risk would lower it by 81

percentage points to 10%.

All three of these effects occur regardless of whether these risks are
simultaneous or occur at different times.45 So if there is a lot of risk in our
future, it could become increasingly more important to eliminate the risks
of each successive century. There are many forces that generically lead to
diminishing returns on one’s work (such as the fact that we can start with
the easier risks first). But if we are unlucky enough to face a lot of risk, the
overall marginal returns to fighting existential risk may actually be
increasing. And it might be especially important to work on the largest
risks.



APPENDIX E

THE VALUE OF PROTECTING HUMANITY

Just how valuable is it to protect humanity? While we can’t answer with
precision, there is a way of approaching this question that I’ve found
helpful for my thinking.

Let’s start with a deliberately basic model of existential risk. This model
makes assumptions about three things: the pattern of risk over time, the way
we could reduce this risk, and the value of the future. First, suppose that
each century is exposed to an equal, but unknown, amount of existential
risk, r (known as a constant hazard rate). That is, given we reach a century,
there is always a probability r that we don’t make it to the next one. Next,
suppose our actions can reduce the probability of existential catastrophe for
our own century from r down to some smaller number. And finally, suppose
that each century prior to the catastrophe has the same value, v, so the value
of a future is proportional to its length before catastrophe. (This means there
is no discounting of future value over and above the chance we don’t make
it that far and we are making assumptions regarding population ethics.)46

Given these assumptions, the expected value of the future would be:

This is just the value of a single century divided by the per century risk. For
example, if the risk each century was one in ten, the expected value would
be ten times the value of a single century.

This leads to a surprising implication: that the value of eliminating all
existential risk this century is independent of how much risk that is. To see
this, imagine that existential risk were just one part in a million each



century. Even though there would only be the tiniest chance that we would
fall victim to our century’s risk, the future we’d lose if we did would be
correspondingly vast (a million centuries, on average). On the basic model,
these effects always balance. The expected disvalue of this century’s
existential risk is just

So the expected value of eliminating all risk over a century would simply be
equal to the value of a century of life for humanity.47

Since it would be impossible to completely eliminate all risk this
century, it is more useful to note that on the basic model halving the
century’s risk is worth half the value of a century of humanity (and it works
the same way for any other fraction or timespan). This would be enough to
make safeguarding our future a key global priority.

However, the value of the basic model lies not in its accuracy, but in its
flexibility. It is a starting point for exploring what happens when we change
any of its assumptions. And in my view, all three of its assumptions are too
pessimistic.

First, by many measures the value of humanity has increased
substantially over the centuries. This progress has been very uneven over
short periods, but remarkably robust over the long run. We live long lives
filled with cultural and material riches that would have seemed like wild
fantasy to our ancestors thousands of years ago. And the scale of our
civilization may also matter: the fact that there are thousands of times as
many people enjoying these richer lives seems to magnify this value. If the
intrinsic value of each century increases at a rate higher than r, this can
substantially increase the value of protecting humanity (even if this rate of
increase is not sustained forever).48

Second, the basic model assumes that our actions this century can only
provide protection from this century’s risks. But we can do more than that.
We can take actions with lasting effects on risk. For example, this book is
my attempt to better humanity’s understanding of the nature of existential
risk and how we should respond to it. Many of the lessons I’ve drawn out



are timeless: to the extent that they succeed at all, they should help with
future risk too.49 Work that helps with risk across many centuries would be
much more important than the basic model suggests.

When work reduces all future existential risk, the value of this work will
now depend on the hazard rate, r. For example, the value of halving all
future risk is:

Surprisingly, this value of reducing a risk in all time periods is higher when
there is less risk.50 This is contrary to our intuitions, as people who estimate
risk to be low typically use this as an argument against prioritizing work on
existential risk. But an intuitive way to see how low risk levels make
reduction more important is that halving existential risk in all periods
doubles the expected length of time before catastrophe. So situations where
the risk is already low give us a longer future to double, making this work
more important. Note also that this effect gives increasing marginal returns
to further halvings of all future risk.

Third, and perhaps most importantly, the risk per century will change
over time. It has risen over the last century and may continue to rise over
the course of this century. But I think that in the longer run it will diminish,
for several different reasons. In the next few centuries we will likely be able
to establish permanent settlements beyond the Earth. Space is not a panacea
(see here), but spreading our eggs across several baskets will help protect us
against part of the risk. In addition, much of the risk is posed by the
introduction of transformative new technologies. But if we survive long
enough, we may well reach technological maturity—a time when we
possess all the major technologies that are feasible, and face no further
technological transitions.51 Finally, we need to take into account the work
that future generations will do to protect humanity in their own centuries. If
the case for safeguarding humanity is as clear and powerful as it seems to
me, then we should expect this to become more widely recognized, leading
to increasing efforts to protect humanity in the future.

If the risk does fall below its current level, that can make the future



substantially more valuable than the basic model suggests.52 The boost to
the value depends roughly on the ratio between the risk over the next
century and the longer term risk per century. For example, if there is a one
in ten chance of existential catastrophe this century, but this declined
rapidly to a background natural risk rate of less than one in 200,000 per
century, then the value of eliminating risk this century would be boosted by
a factor of 20,000 compared to the basic model.

It is also possible that reducing risk may have less value than the basic
model suggests, though this seems less likely. One way this could happen is
if most of the risk were completely unpreventable. This is not very
plausible, since most of it is caused by human activities, and these are
within humanity’s control. A second way is if the value of future centuries
were rapidly declining. However, I can’t see why we should expect this: the
long-run historical record suggests the opposite, and we’ve seen that we
shouldn’t discount the intrinsic value of our future. A third way is if adding
up the values of future times is ethically misguided—for example, if we
should be averaging the values of centuries, or ignoring all future
generations. Though as discussed in Appendix B, such alternative
approaches have serious problems of their own. And a final way the true
value might be less than the basic model suggests is if the risk is low now,
but will increase in the future, and if we can’t do much now to help with
that later risk. This seems to me the most plausible way that this could be an
overestimate.

Overall, I find it substantially more likely that the basic view
underestimates the value of safeguarding our future, than that it
overestimates. But even if you thought one was roughly as likely as the
other, note that their effects are not symmetrical. This is because they act as
multipliers. Suppose you thought it equally likely the value of reducing risk
was ten times as important as the basic model suggests, or a tenth as
important. The average of these is not one times as important: it is 5.05
times as important. So unless we are highly confident that the basic model
gives an overestimate, we should generally act as though it is an
underestimate.53



APPENDIX F

POLICY AND RESEARCH RECOMMENDATIONS

For ease of reference, I’ve gathered together my recommendations for
policy and research on existential risk.

Asteroids & Comets

• Research the deflection of 1 km+ asteroids and comets, perhaps
restricted to methods that couldn’t be weaponized such as those that
don’t lead to accurate changes in trajectory.

• Bring short-period comets into the same risk framework as near-Earth
asteroids.

• Improve our understanding of the risks from long-period comets.
• Improve our modeling of impact winter scenarios, especially for 1–10

km asteroids. Work with experts in climate modeling and nuclear winter
modeling to see what modern models say.

Supervolcanic Eruptions

• Find all the places where supervolcanic eruptions have occurred in the
past.

• Improve the very rough estimates on how frequent these eruptions are,
especially for the largest eruptions.

• Improve our modeling of volcanic winter scenarios to see what sizes of
eruption could pose a plausible threat to humanity.

• Liaise with leading figures in the asteroid community to learn lessons
from them in their modeling and management.



Stellar Explosions

• Build a better model for the threat including known distributions of
parameters instead of relying on representative examples. Then perform
sensitivity analysis on that model—are there any plausible parameters
that could make this as great a threat as asteroids?

• Employ blue-sky thinking about any ways current estimates could be
underrepresenting the risk by a factor of a hundred or more.

Nuclear Weapons

• Restart the Intermediate-Range Nuclear Forces Treaty (INF).
• Renew the New START arms control treaty, due to expire in February

2021.
• Take US ICBMs off hair-trigger alert (officially called Launch on

Warning).
• Increase the capacity of the International Atomic Energy Agency

(IAEA) to verify nations are complying with safeguards agreements.
• Work on resolving the key uncertainties in nuclear winter modeling.
• Characterize the remaining uncertainties then use Monte Carlo

techniques to show the distribution of outcome possibilities, with a
special focus on the worst-case possibilities compatible with our current
understanding.

• Investigate which parts of the world appear most robust to the effects of
nuclear winter and how likely civilization is to continue there.

Climate

• Fund research and development of innovative approaches to clean
energy.

• Fund research into safe geoengineering technologies and geoengineering
governance.

• The US should re-join the Paris Agreement.
• Perform more research on the possibilities of a runaway greenhouse

effect or moist greenhouse effect. Are there any ways these could be



more likely than is currently believed? Are there any ways we could
decisively rule them out?

• Improve our understanding of the permafrost and methane clathrate
feedbacks.

• Improve our understanding of cloud feedbacks.
• Better characterize our uncertainty about the climate sensitivity: what

can and can’t we say about the right-hand tail of the distribution.
• Improve our understanding of extreme warming (e.g., 5–20°C),

including searching for concrete mechanisms through which it could
pose a plausible threat of human extinction or the global collapse of
civilization.

Environmental Damage

• Improve our understanding of whether any kind of resource depletion
currently poses an existential risk.

• Improve our understanding of current biodiversity loss (both regional
and global) and how it compares to that of past extinction events.

• Create a database of existing biological diversity to preserve the genetic
material of threatened species.

Engineered Pandemics

• Bring the Biological Weapons Convention into line with the Chemical
Weapons Convention: taking its budget from $1.4 million up to $80
million, increasing its staff commensurately, and granting the power to
investigate suspected breaches.

• Strengthen the WHO’s ability to respond to emerging pandemics
through rapid disease surveillance, diagnosis and control. This involves
increasing its funding and powers, as well as R&D on the requisite
technologies.

• Ensure that all DNA synthesis is screened for dangerous pathogens. If
full coverage can’t be achieved through self-regulation by synthesis
companies, then some form of international regulation will be needed.



• Increase transparency around accidents in BSL-3 and BSL-4
laboratories.

• Develop standards for dealing with information hazards, and incorporate
these into existing review processes.

• Run scenario-planning exercises for severe engineered pandemics.

Unaligned Artificial Intelligence

• Foster international collaboration on safety and risk management.
• Explore options for the governance of advanced AI.
• Perform technical research on aligning advanced artificial intelligence

with human values.
• Perform technical research on other aspects of AGI safety, such as

secure containment and tripwires.

General

• Explore options for new international institutions aimed at reducing
existential risk, both incremental and revolutionary.

• Investigate possibilities for making the deliberate or reckless imposition
of human extinction risk an international crime.

• Investigate possibilities for bringing the representation of future
generations into national and international democratic institutions.

• Each major world power should have an appointed senior government
position responsible for registering and responding to existential risks
that can be realistically foreseen in the next 20 years.

• Find the major existential risk factors and security factors—both in
terms of absolute size and in the cost-effectiveness of marginal changes.

• Target efforts at reducing the likelihood of military conflicts between the
US, Russia and China.

• Improve horizon-scanning for unforeseen and emerging risks.
• Investigate food substitutes in case of extreme and lasting reduction in

the world’s ability to supply food.
• Develop better theoretical and practical tools for assessing risks with



extremely high stakes that are either unprecedented or thought to have
extremely low probability. Improve our understanding of the chance
civilization will recover after a global collapse, what might prevent this,
and how to improve the odds.

• Develop our thinking about grand strategy for humanity.
• Develop our understanding of the ethics of existential risk and valuing

the longterm future.



APPENDIX G

EXTENDING THE KARDASHEV SCALE

In 1964, the Russian astronomer Nikolai Kardashev devised a way of
classifying potential advanced civilizations by their physical scale and the
power (energy per unit time) this lets them harness. He considered three
levels: planet, solar system and galaxy. In each step along this scale, the
power at their disposal leaps up by more than a factor of a billion.

We can naturally extend this scale in both directions.54 We can include
an earlier level for a minimal civilization (for example, the size of
civilization in Mesopotamia at the dawn of the written language).55 And we
can include an ultimate level at the size of our affectable universe:
everything that we could ever hope to reach. Surprisingly, these jumps are
very similar in size to those Kardashev identified, continuing the roughly
logarithmic scale for measuring the power of civilizations.

Level: K0
Civilization Size: Minimal
Scale-up:
Power: ≈ 108 W

Level: K1
Civilization Size: Planetary
Scale-up: × 1 billion
Power: 2×1017 W

Level: K2
Civilization Size: Stellar
Scale-up: × 1 billion



Power: 4×1026 W

Level: K3
Civilization Size: Galactic
Scale-up: × 100 billion
Power: 4×1037 W

Level: K4
Civilization Size: Ultimate
Scale-up: × 1 billion
Power: 4×1046 W

Our global civilization currently controls about 12 trillion Watts of
power. This is about 100,000 times more than a minimal civilization but
10,000 times less than the full capacity of our planet. This places us at level
K0.55—more than halfway to K1 and an eighth of the way to K4.
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theprecipice.com.
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at all.

Nick Bostrom (2013). “Existential Risk Prevention as Global Priority.”
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existential risk.
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Far Future.
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most about our actions is not their immediate consequences, but how they
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The seminal book on Big History: examining the major themes and



developments in our universe from the Big Bang, the origin of life,
humanity, civilization, the industrial revolution, through to today.

Fred Adams & Gregory Laughlin (1999). The Five Ages of the Universe.
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longterm future will unfold.
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The most up-to-date modeling of the climate effects of a full-scale war
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A gripping history of the people and events leading to the creation of
nuclear weapons. With so much information about how everything played
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NOTES

INTRODUCTION

1 Blanton, Burr & Savranskaya (2012).
2 Ellsberg (2017), pp. 215–17.
3 McNamara (1992).
4 Any errors are, of course, my own. You can find an up-to-date list of

any known errors at theprecipice.com/errata. I am grateful for expert
advice from Fred Adams, Richard Alley, Tatsuya Amano, Seth Baum,
Niel Bowerman, Miles Brundage, Catalina Cangea, Paulo Ceppi, Clark
Chapman, David Christian, Allan Dafoe, Richard Danzig, Ben Day,
David Denkenberger, Daniel Dewey, Eric Drexler, Daniel Ellsberg,
Owain Evans, Sebastian Farquhar, Vlad Firoiu, Ben Garfinkel, Tim
Genewein, Goodwin Gibbons, Thore Graepel, Joanna Haigh, Alan
Harris, Hiski Haukkala, Ira Helfand, Howard Herzog, Michael Janner,
Ria Kalluri, Jim Kasting, Jan Leike, Robert Lempert, Andrew Levan,
Gregory Lewis, Marc Lipsitch, Rosaly Lopes, Stephen Luby, Enxhell
Luzhnica, David Manheim, Jochem Marotzke, Jason Matheny, Piers
Millet, Michael Montague, David Morrison, Cassidy Nelson, Clive
Oppenheimer, Raymond Pierrehumbert, Max Popp, David Pyle,
Michael Rampino, Georgia Ray, Catherine Rhodes, Richard Rhodes,
Carl Robichaud, Tyler Robinson, Alan Robock, Luisa Rodriguez, Max
Roser, Jonathan Rougier, Andrew Rushby, Stuart Russell, Scott Sagan,
Anders Sandberg, Hauke Schmidt, Rohin Shah, Steve Sherwood,
Lewis Smith, Jacob Steinhardt, Sheldon Stern, Brian Thomas, Brian
Toon, Phil Torres, Martin Weitzman, Brian Wilcox, Alex Wong, Lily
Xia and Donald Yeomans.

5 I also made a further pledge to keep just £18,000 a year for myself and
to donate anything in excess. This baseline adjusts with inflation (it is



currently £21,868), and doesn’t include spending on my child (a few
thousand pounds each year). So far I’ve been able to give more than a
quarter of everything I’ve ever earned.

6 At the time of writing, Giving What We Can members have donated
£100 million to effective charities (Giving What We Can, 2019). This
is spread across many different charities, so it is impossible to give a
simple accounting of the impact. But even just looking at the £6
million in donations to provide malaria nets, this provided more than 3
million person-years of protection, saving more than 2,000 lives
(GiveWell, 2019).

7 There is effectively another book-worth of content tucked away in the
notes for readers who are eager to know more. If that’s you, I’d suggest
using a second bookmark to allow you to flip back and forth at will.
I’ve endeavored to keep the average quality of the notes high to make
them worth your time (they are rarely just a bare citation). I’ve tried to
be disciplined in keeping the main text on a straight path to its
destination, so the scenic detours are all hidden in the notes. You may
also be interested in the appendices, the list of further reading (p. 285),
or the book’s website, theprecipice.com, for even more information and
discussion.

8 Of course even after extensive fact-checking, it would be naïve to think
no bias or error has slipped through, so I hope readers will help catch
and correct such weaknesses as remain.

1 STANDING AT THE PRECIPICE

1 Sagan (1994), pp. 305–6.
2 Many of the dates in this chapter are only roughly known or apply to

transitions that unfolded over a range of years. Rather than littering the
main text with ranges of estimates or frequent use of “around” and
“about,” I’ll just use the scientific convention of numbers that have
been rounded off to reflect their degree of certainty.

There is a wide range of uncertainty about when Homo sapiens
began. There are remains from 200,000 years ago that are generally
considered to be anatomically modern humans. There is an active
debate over whether more recent fossil discoveries, dated to around



300,000 years ago, should be classified as Homo sapiens (Galway-
Witham & Stringer, 2018). More importantly, it is unclear who to count
as “human” or even what we might mean by that. Our genus, Homo, is
between 2 and 3 million years old, and if we include all of our tool-
making ancestors, that would include the Australopithecines, more than
3 million years ago (Antón, Potts & Aiello, 2014). I focus on fossil
evidence rather than molecular phylogeny (which generally gives
longer lifespan estimates), as the former methodology is more widely
accepted.

3 At the time, the modern continent of Australia was joined with the
modern island of New Guinea into a larger continent, sometimes called
Sahul. It was separated from Asia by at least 100 miles of open sea—a
great voyage for the time (Christian, 2004, p. 191). So when humans
first set foot into this new world with its unique animals and plants,
they would have actually done so in part of what is now New Guinea.

4 We also adapted the environments to us. Even before the advent of
agriculture, we used fire to change the face of continents, creating
many of the wild grasslands we now think of as timeless (Kaplan et al.,
2016).

5 Homo sapiens and our close relatives may have some unique physical
attributes, such as our dextrous hands, upright walking and resonant
voices. However, these on their own cannot explain our success. They
went together with our intelligence to improve our ability to
communicate and to harness and create technology.

6 Figures 1.1 and 1.2 are adapted, with permission, from Christian
(2004), pp. 193, 213.

7 It may seem naïvely idealistic to talk of all humans across increasingly
large scales cooperating together, for the word is sometimes used to
suggest working together out of altruistic motivations. However, I’m
using it in a wider sense, of humans coordinating their behaviors to
achieve things they desire that couldn’t be achieved alone. Some of this
is altruistic (and even unilateral), but it can also be driven by various
forms of exchange.

For an explanation of just how important social learning was to our
success see, for example, Henrich (2015).

8 It is, of course, somewhat arbitrary how many to include and how to



individuate each one. If I were to count just two, I’d say the
Agricultural Revolution and the Industrial Revolution (perhaps
defining the latter more broadly to include the time of the Scientific
Revolution). If I were to include four, I’d probably break the
Agricultural Revolution into two parts: the beginning of farming and
the rise of civilization (which I’d then date to the appearance of cities,
about 5,000 years ago).

For a rigorous exploration of the big picture of humanity’s
development, I recommend Maps of Time by David Christian (2004).

9 In some ways the term “Revolution” is misleading: it was neither rapid
nor universal. The transition from foraging to farming unfolded over
thousands of years, and it was thousands more years before the rise of
cities and the development of writing and other things we think of as
characteristic of civilization. And some peoples continued foraging
throughout that period. (Similar remarks could be made regarding the
Industrial Revolution, with the timescale sped up by a factor of ten.)
But it was rapid by the standards of human development during the
prior 200,000 years, and it did usher in an extremely different way of
life.

10 Here I am using “power” in the sense of physics: energy per unit time.
Draft animals dramatically increased the harnessable energy per human
per day.

11 There is evidence of the emergence of agriculture in the Fertile
Crescent (12,000 BP, before present), the Yangtze and Yellow River
basins (10,000–6,000 BP), Papua New Guinea (10,000–7,000 BP),
Central Mexico (10,000 BP), South America (9,000–5,000 BP), eastern
North America (5,000–4,000 BP) and sub-Saharan Africa (4,000–
2,000 BP).

12 Foraging typically required about ten square miles of land to support
each person (Christian, 2004). So a band had to move frequently to
draw sustenance from the hundreds of square miles that sustained it.
The required land per person shrank so significantly because so much
more of the land’s productive capacity was being devoted to human-
edible plants.

13 McEvedy & Jones (1978), p. 149.
14 Durand (1960).



The Roman Empire reached a similar size shortly after, with most
people in the world living in one of these two civilizations.

15 Like agriculture, each was independently developed in multiple places
across the world.

16 Other scholars sometimes include this revolution under the name of the
Enlightenment, or bundle it together with the Industrial Revolution.

17 Important scholars include Ibn al-Haytham (c. 965–1040 CE), whose
use of experimental methods in optics was a major influence on Robert
Grosseteste and Roger Bacon in the thirteenth century. And the roots of
the idea of unlimited incremental improvements in our understanding
can be seen in Seneca’s Natural Questions, written in 65 CE (Seneca,
1972) (see p. 49).

18 Francis Bacon’s Novum Organum (1620) is the canonical exposition of
the scientific method, and is a convenient dating for the Scientific
Revolution. There is substantial debate over why earlier advances
outside Europe did not lead to the sustained knowledge-creation we
have seen since the seventeenth century. See, for example, Sivin
(1982).

19 Because only a tiny proportion of organisms became fossil fuels, the
energy within the entire global supply of fossil fuels is not millions of
years’ worth of solar energy. It is “only” about 20 to 200 years’ worth
of global plant growth, which equals about four to 40 days’ worth of all
sunlight intercepted by the Earth (author’s calculations). Nonetheless,
fossil fuels provided vastly more energy than could have been
practicably harvested from water wheels or burning timber. Humanity
may have been able to eventually reach the modern level of total
wealth without fossil fuels, though it is not clear whether the growth in
income could have broken free of the growth in population, allowing
higher prosperity per capita.

A striking consequence of these numbers is that solar energy has the
potential to eventually produce more energy in a year than is contained
in all fossil fuels that ever existed.

20 In particular, James Watt’s improved design of 1781. Earlier engines
were so inefficient that they were only financially viable for a narrow
range of tasks. The diesel engine would be another major
breakthrough, more than 100 years later.



21 Many other factors are also important, notably political, economic and
financial systems.

22 Mummert et al. (2011).
23 Consider, for example, the vivid description of working and living

conditions in industrial England by Engels (1892).
24 Van Zanden et al. (2014). See Milanovic (2016) for a book-length

study of inequality within and between countries over the last two
centuries.

25 Throughout this book, I shall use the word “history” in its everyday
unrestricted sense of everything that has happened (in this case, to
humanity). This is the common dictionary definition and suits the
universal scope of this book. Historians, by contrast, typically restrict
the term “history” to refer only to events in times and places where
there are written accounts of what happened, thus referring to events in
Mesopotamia more than 6,000 years ago or Australia before 1788 CE
as “prehistory.”

26 This is roughly the idea of a Malthusian trap. Note that it is very
difficult to compare incomes between different times. The idea of
“subsistence” does this by determining how much of your income
would be needed to keep you alive. But it does not adequately capture
changes in the quality or variety of the food consumed, or in the quality
of what you could buy with the modest amount of money remaining, or
any other aspect of your quality of life. So it is possible for things to be
getting better (or worse) for each person (or society) while staying
locked at a subsistence level. All that said, breaking free from this
Malthusian dynamic was a very big change to human affairs.

27 These figures for the $2 a day poverty line are from Our World in
Data: Global Extreme Poverty (Roser & Ortiz-Ospina, 2019a). There
is strong improvement at higher poverty lines too. I chose $2 a day not
because it is an adequate level of income, but because it shows how
almost everyone’s income used to be deeply inadequate before the
Industrial Revolution. It is not that things are great today, but that they
were terrible before.

People in richer countries are sometimes disbelieving of these
statistics, on the grounds that they can’t see how someone could live at
all in their town with just $2 each day. But sadly the statistics are true,



and even adjust for the fact that money can go further in poorer
countries. The answer is that people below the line have to live with
accommodation and food of such a poor standard, that equivalents are
not even offered by the market in richer countries.

28 While universal schooling was a major factor, note that the positive
trend of improving literacy pre-dates the Industrial Revolution, with
literacy already at 50% in the United Kingdom. Significant credit for
improvements may also be due to the Scientific Revolution. Literacy
figures are from Our World in Data: Literacy (Roser & Ortiz-Ospina,
2019b).

29 Note that these historical life expectancy figures are challenging to
interpret, as they represent the average (mean) age at death, but not the
typical age at death. There were still people who lived long enough to
become grandparents, but there were also a great many who died in
infancy or childhood, bringing down the average a lot.

30 Longterm life expectancy figures from Cohen (1989), p. 102. Pre-
industrial life expectancy in Iceland from Gapminder (2019). Current
life expectancy from WHO’s Global Health Observatory 2016 figures
(WHO, 2016).

31 One of the earliest relevant texts is the Code of Hammurabi (eighteenth
century BCE). While it is a legal text, it is suggestive of the morals
underpinning it, and shows how far our norms have come. See Harari
(2014), pp. 117–22, for an insightful discussion.

32 See Pinker’s The Better Angels of Our Nature (2012) for a wealth of
examples. Though note that the evidence for declining violence is
weakest when it comes to state-level violence (war and genocide) in
the twentieth century.

33 For example, the centuries it took Western Europe to recover from the
fall of classical civilization loom large in most Western historical
narratives, but when one takes a global view, looking at China, India,
the Islamic world, the Americas and even the Eastern Roman Empire,
we see that the overall trend did not reverse nearly so much.

A useful analogy is to the stock market. On a scale of days or
months, individual stocks are roughly as likely to go up as to go down.
But when we take the stock market as a whole and a timescale of
decades, the upward trend is very clear, and persistent over centuries.



Or as Thomas Macaulay put it in 1830: “A single breaker may recede;
but the tide is evidently coming in” (1900, p. 542).

As more and more information comes in, it becomes increasingly
clear that to treat talk of progress as off limits in historical analysis
would be to bury the lede on the story of human history. If academic
historians want to restrict their study and analysis to descriptive
matters, that is their choice. But we need not follow them. Some of the
most important events in our past have major evaluative and normative
consequences that need to be discussed if humanity is to learn from its
history.

34 For academics, skepticism can also come from a reluctance to evaluate
times at all: because it is often done poorly, because it is not the job of
the historian, or because of philosophical beliefs that it is impossible.

35 Estimating the number of people who have ever lived is made difficult
by the fact that we have no population data for the majority of human
history. The figure is particularly sensitive to estimates of long-run life
expectancy. Haub & Kaneda (2018) give an estimate of 108 billion.
Rolling forward older estimates from Goldberg (1983) and Deevey
(1960) yields 55 billion and 81 billion respectively (author’s
calculations). Altogether, 100 billion is a safe central estimate, with a
credible range of 50–150 billion.

36 Macaulay (1900), p. 544.
37 Adapted from Roser (2015).
38 Estimates for the average lifespan of mammalian species range from

0.6 million years (Barnosky et al., 2011) to 1.7 million years (Foote &
Raup, 1996).

The oldest fossils regarded as Homo erectus are the Dmanisi
specimens from present-day Georgia, dated to 1.8 million years ago
(Lordkipanidze et al., 2006). The most recent fossils are from present-
day Indonesia, and have been dated to 0.1 million years ago
(Yokoyama et al., 2008).

39 The entire twenty-first century would be just three days in this life—
three fateful days for the sake of which humanity’s entire life was put
at risk.

40 We can be reasonably confident that the runaway and moist greenhouse
effects (discussed in Chapter 4) pose an upper bound on how long life



can continue to exist on Earth, but we remain uncertain about when
they will occur, due to the familiar limitations of our climate models.
Wolf & Toon (2015) find a moist greenhouse will occur at around 2
billion years, whereas Leconte et al. (2013) place a lower bound at 1
billion years.

The open question is whether carbon dioxide depletion or
temperature increases will render Earth uninhabitable before the
runaway or moist greenhouse limits are reached. Rushby et al. (2018)
estimate carbon dioxide depletion will occur in around 800 million
years for C3 photosynthesis, and around 500 million years later for C4
photosynthesis.

Over such long timespans, we cannot ignore the possibility that
evolution may lead to new life forms able to exist in climates
inhospitable to presently existing life forms. Indeed, the first C4 plants
appeared around 32 million years ago (Kellog, 2013).

41 This quote is attributed to Konstantin Tsiolovsky (Siddiqi, 2010, p.
371).

42 It is difficult to produce a precise date for this. I have chosen the first
atomic detonation as that brought with it the possibility of global
destruction through igniting the atmosphere (see Chapter 4 for details).
One could also choose a later date, when the nuclear arsenals were
large enough to make nuclear winter a real possibility. If one broadens
the idea from extinction to existential risk (see Chapter 2), then one
could perhaps start it a few years earlier with the threat of permanent
global totalitarianism that came with the Second World War.

43 This was the US “Ivy Mike” test of 1952. Its explosion was 10.4
megatons (of TNT-equivalent, the standard unit for explosive yield),
compared with approximately 6 megatons for all of World War II
(including Hiroshima and Nagasaki) (Pauling, 1962). But it would be
several more years before thermonuclear weapons were miniaturized
sufficiently to fit on a bomber.

44 Note that many respectable scientists expressed what can now be seen
as extreme over-confidence, predicting that humanity would certainly
be destroyed within the twentieth century. See Pinker (2018, p. 309).

45 The case is by no means proven. Even now, very little research has



been done on what appears to be the greatest mechanism for
destruction in a nuclear war.

46 The DEFCON levels were a system of war-readiness levels whose
precise meaning changed during the course of the Cold War. Lower
numbers meant war was more imminent. The most extreme level ever
reached was DEFCON 2, later in the Cuban Missile Crisis, and again
during the first Gulf War, in 1991.

47 This forces one to wonder how much more dangerous such a crisis
would be if other leaders had been in power at the time. Would our
current leaders have been able to navigate to a peaceful resolution?

48 Around 100 of these weapons were operational during the Crisis: the
92 tactical missiles, and 6 to 8 medium-range ballistic missiles. All
figures from Norris & Kristensen (2012). The scale of the Soviet troops
also went far beyond expectations: there were not 7,000, but 42,000
stationed in Cuba (Ellsberg, 2017, p. 209).

49 This quote was by Castro at the summit for the fortieth anniversary of
the crisis, as reported by Robert McNamara in the documentary Fog of
War (Morris, 2003). Castro’s letter to Khrushchev has since come to
light. On the Friday, Castro wrote: “I believe the imperialists
aggressiveness is extremely dangerous and if they actually carry out
the brutal act of invading Cuba in violation of international law and
morality, that would be the moment to eliminate such danger forever
through an act of clear legitimate defence, however harsh and terrible
the solution would be for there is no other.” On the Sunday, just after
issuing his statement that the (known) missiles would be removed,
Khrushchev replied that “Naturally, if there’s an invasion it will be
necessary to repulse it by every means” (Roberts, 2012, pp. 237–8).

50 As Daniel Ellsberg, a military consultant during the missile crisis, puts
it: “The invasion would almost surely trigger a two-sided nuclear
exchange that would with near certainty expand to massive U.S.
nuclear attacks on the Soviet Union” (Ellsberg, 2017, p. 210).

51 A chief difficulty is that it is unclear what this even means. We can talk
clearly of the credences that the principal actors had at the time (10%–
50%). And we know whether it happened or not (in this case, not, so
0%). But there is an important sense of probability that is more
objective than the former, while not constrained to be 0% or 100% like



the latter. For example, we’d like it to be sensitive to later revelations
such as the existence of tactical nuclear weapons on Cuba or the events
on submarine B-59. We want to know something like: if we had 100
crises like this one, how many of them would lead to nuclear war, but it
is hard to interpret the words “like this one.” I suspect there is a real
and useful form of probability here, but I don’t think it has yet been
properly explicated and we risk confusing ourselves when thinking
about it.

52 John F. Kennedy, quoted in Sorenson (1965), p. 705.
53 Ellsberg (2017), p. 199. While not providing a probability estimate,

McNamara later said “I remember leaving the White House at the end
of that Saturday. It was a beautiful fall day. And thinking that might
well be the last sunset I saw” (Ellsberg, 2017, pp. 200–1).

54 Daniel Ellsberg’s estimate in light of all the recent revelations is “Far
greater than one in a hundred, greater that day than Nitze’s one in ten”
(Ellsberg, 2017, p. 220).

55 I was particularly surprised in January 2018 to see the Bulletin of the
Atomic Scientists setting their famous Doomsday Clock to “2 minutes
to midnight,” stating that the world is “as dangerous as it has been
since World War II” (Mecklin, 2018). Their headline reason was the
deepening nuclear tensions between the United States and North
Korea. But the clock was intended to show how close we are to the end
of civilization, and there was no attempt to show how this bears any
threat to human civilization, nor how we are more at risk than during
the Cuban Missile Crisis or other Cold War crises.

56 The United States still has 450 silo-based missiles and hundreds of
submarine-based missiles on hair-trigger alert (UCS, n.d.).

57 This is related to the “pacing problem” considered by those who study
the regulation of technology. The pacing problem is that technological
innovation is increasingly outpacing the ability of laws and regulations
to effectively govern those technologies. As Larry Downes (2009) put
it: “technology changes exponentially, but social, economic, and legal
systems change incrementally.”

A key difference between the two framings is that the pacing
problem refers to the speed of technological change, rather than to its
growing power to change the world.



58 Sagan (1994), pp. 316–17.
59 Barack Obama, Remarks at the Hiroshima Peace Memorial (2016).

Consider also the words of John F. Kennedy on the twentieth
anniversary of the nuclear chain reaction (just a month after the end of
the Cuban Missile Crisis): “our progress in the use of science has been
great, but our progress in ordering our relations small” (Kennedy,
1962).

60 In his quest for peace after the Cuban Missile Crisis, Kennedy (1963)
put it so: “Our problems are manmade—therefore, they can be solved
by man. And man can be as big as he wants. No problem of human
destiny is beyond human beings.”

Of course one could have some human-made problems that have
gone past a point of no return, but that is not yet the case for any of
those being considered in this book. Indeed, we could prevent them
simply through inaction: stopping doing the thing that threatens harm.

61 The problem is especially bad here as the words we use to describe the
size of a risk are often affected both by its probability and by the
stakes. A 1% chance of losing a game of cards is not a grave risk, but a
1% chance of losing your child may well be. This same issue besets the
IPCC approach of using qualitative terms to describe the probability of
various climate outcomes (Mastrandrea et al., 2010), which I think is
mistaken.

62 There the detailed definition of “existential risk” can be found on p. 37.
It includes the risk of extinction as well as other ways of permanently
destroying the potential of humanity, such as an unrecoverable collapse
of civilization.

63 See Chapter 6 for a comparison to the level of natural risk.
64 A point made by Bostrom (2013).
65 There are some ways it could happen, though I don’t see them as likely.

For example, the risk might top out at about one in six, but we could be
lucky enough to survive ten or more such centuries. Or perhaps our
efforts to control the risks are only half-successful, lowering the risk
back to the twentieth-century level, but no further, and then surviving a
hundred or more such centuries.

66 In May 2019 the Anthropocene Working Group of the International
Commission on Stratigraphy voted to make the Anthropocene a new



epoch with a starting date in the mid-twentieth century. A formal
proposal will be made by 2021, which will include a suggested starting
point (Subramanian, 2019). In 2017 the Working Group said that
markings associated with nuclear arms testing were the most promising
proxy (Zalasiewicz et al., 2017).

2 EXISTENTIAL RISK

1 Baier (1981).
2 See Bostrom (2002b; 2013).
3 Bostrom (2013) defined existential risk as “one that threatens the

premature extinction of Earth-originating intelligent life or the
permanent and drastic destruction of its potential for desirable future
development.” My definition (and clarifications below) are very much
in line with the second half of Bostrom’s. I didn’t echo the first part as
it is logically unnecessary (our “premature extinction” would itself be a
“permanent and drastic curtailment”) and thus draws attention away
from the heart of the matter: the destruction of our longterm potential.

Note that on my definitions, an existential risk is simply the risk of
an existential catastrophe. I could even have defined it this way
directly, but wanted the definition to stand on its own.

4 I’m making a deliberate choice not to define the precise way in which
the set of possible futures determines our potential. A simple approach
would be to say that the value of our potential is the value of the best
future open to us, so that an existential catastrophe occurs when the
best remaining future is worth just a small fraction of the best future
we could previously reach. Another approach would be to take account
of the difficulty of achieving each possible future, for example defining
the value of our potential as the expected value of our future assuming
we followed the best possible policy. But I leave a resolution of this to
future work.

I define existential catastrophes in terms of the destruction of our
potential rather than the permanence of the outcome for two key
reasons. The first is that it is a more helpful definition for identifying a
set of risks with key commonalities in how they work and how we
must overcome them. The second reason lies in my optimism about



humanity. Given a long enough time with our potential intact, I believe
we have a very high chance of fulfilling it: that setbacks won’t be
permanent unless they destroy our ability to recover. If so, then most of
the probability that humanity fails to achieve a great future comes
precisely from the destruction of its potential—from existential risk.

5 There are other senses of potential one could discuss, such as a
narrower kind of potential that only takes into account what we
currently can do, or are likely to be able to do, and thus could be
increased by doing work to expand our capabilities. However, in this
book I shall only be concerned with our longterm potential (in the
sense described in the main text). When I simply say “potential” (for
brevity) it should be treated as “longterm potential.”

6 By leaving open that there may be a remote chance of recovery, some
of my more blunt claims are not literally true. For instance, that
existential catastrophe involves “no way back.” This is unfortunate, but
I think it is a cost worth bearing.

The point of leaving open remote chances of recovery is to avoid
responses that there is always some chance—perhaps incredibly small
—that things recover. So that on a more strict reading of potential, it
could never be completely destroyed. But taking this extremely strict
reading wouldn’t be useful. It doesn’t really matter for our decision-
making whether a scenario would have zero chance of recovery, or
merely a 0.1% chance of recovery. Both cases are almost equally bad
compared to the current world, and are bad for the same reason: that
they are extremely hard to reverse, (almost completely) destroying our
longterm potential. Moreover, they warrant similar diagnoses about
what we should do, such as needing proactive work, rather than
learning from trial and error. A possibility with literally “no way back”
should be avoided for the same reasons as one with “practically no way
back.” Thus it is most useful to include nearly inescapable situations in
the definition as well as completely inescapable ones.

7 If our potential greatly exceeds the current state of civilization, then
something that simply locks in the current state would count as an
existential catastrophe. An example would be an irrevocable
relinquishment of further technological progress.

It may seem strange to call something a catastrophe due to merely



being far short of optimal. This is because we usually associate events
that destroy potential with those that bring immediate suffering and
rarely think of events that could destroy one’s potential while leaving
one’s current value intact. But consider, say, a choice by parents not to
educate their child. There is no immediate suffering, yet catastrophic
longterm outcomes for the child may have been locked in.

8 In some cases, the ideas and methodology of this book can be applied
to these local “existential threats,” as they have a somewhat similar
character (in miniature).

9 This is not without its own issues. For instance, we shall sometimes
have to say that something used to be a risk (given our past
knowledge), but is no longer one. One example would be the
possibility that nuclear weapons would ignite the atmosphere (see p.
90). But note that this comes up for all kinds of risk, such as thinking
last week that there was a risk of the elevator falling due to a frayed
cable, but having this risk drop to zero given our current knowledge
(we inspected the cable and found it to be fine). For more on objective
versus evidential probability in defining existential risk see Bostrom &
Ćirković (2008) and Bostrom (2013).

10 One often sees lists containing many historical civilizations that have
collapsed, such as the Roman Empire or the Mayans. But this is not
what I’m talking about in this book when I speak of the (global)
collapse of civilization. The statistics of these smaller collapses have
little bearing on whether global civilization will collapse.

The particular civilizations that collapsed were highly localized, and
were more akin to the collapse of a single country than that of global
civilization. For example, even the Roman Empire at its height was
much smaller than Brazil is now in both land area and population.
These small civilizations were much more prone to regional climatic
effects, a single bad government and attacks from without.
Furthermore, the collapses were much less deep than what I’m
considering: often entire cities and towns survived the “collapse,” the
people weren’t reduced to a pre-agricultural way of life, and many
aspects of the culture continued.

11 Or some more direct way of preventing civilization or agriculture, such
as extreme environmental damage or a continuing debilitating disease.



It is possible that due to some form of increased fragility, the world
is less resistant to collapse than medieval Europe was, and thus that a
loss of less than 50% of the population could cause this. I’m skeptical
though, and find it just as likely that even a 90% loss may not cause the
complete loss of civilization.

12 From the perspective of recent history, these agricultural revolutions
began far apart in time, the thousands of years’ head start for some
civilizations playing a major role in their subsequent influence on the
world stage. But from the broader perspective, these independent
developments of agriculture occurred at remarkably similar times: just
a few thousand years apart in a story spanning hundreds of thousands
of years. This suggests that agriculture was not an unlikely
technological breakthrough, but a fairly typical response to a common
cause. The most likely trigger was the end of the great “ice age” that
lifted between 17,000 and 10,000 years ago, just as agriculture began.
This had dramatic effects on the environment, making the world less
suitable for hunting and more suitable for farming.

13 Overall the trend is toward resources becoming harder to access, since
we access the easy ones first. This is true for untouched resources in
the ground. But this leads people to neglect the vast amount of
resources that are already in the process of being extracted, that are
being stored, and that are in the ruins of civilization. For example, there
is a single open-cut coal mine in Wyoming that produces 100 million
tons of coal each year and has 1.7 billion tons left (Peabody Energy,
2018). At the time of writing, coal power plants in the US hold 100
million tons of ready-to-use coal in reserve (EIA, 2019). There are
about 2 billion barrels of oil in strategic reserves (IEA, 2018, p. 19),
and our global civilization contains about 2,000 kg of iron in use per
person (Sverdrup & Olafsdottir, 2019).

14 Though we shall see in Chapter 4 that even extreme nuclear winter or
climate change would be unlikely to produce enough environmental
damage in every part of the world to do this.

15 The question of minimal viable population also comes up when
considering multi-generational space travel. Marin & Beluffi (2018)
find a starting population of 98 to be adequate, whereas Smith (2014)
argues for a much higher minimum of between 14,000 and 44,000. It



might be possible for even smaller populations to survive, depending
on the genetic technologies available to minimize risks of inbreeding
and genetic drift.

16 I believe this has also led people to think of the possibility of human
extinction as trite, rather than profound. Its use as a narrative device in
such films is indeed trite. But it would be a great mistake to let that
judgment about its use in fiction cloud our understanding of its import
for our future.

17 Nor do we often encounter serious emotional explorations, such as Bob
Dylan’s “Let Me Die in My Footsteps” (1963) or Barry McGuire’s
“Eve of Destruction” (1965).

18 See Slovic (2007).
19 Parfit (1984), pp. 453–4.
20 This qualitative difference is also what makes the difference according

to the views we’ll see later, regarding our past, virtue and cosmic
significance.

21 Schell (1982), p. 182.
22 This warrants some elaboration. Following Parfit (1984), we can think

of what would be lost were we to go extinct in two parts.
First is the loss of what we could be. The loss of each and every

person who could have lived. The children and grandchildren we
would never have: millions of generations of humanity, each comprised
of billions of people, with lives of a quality far surpassing our own.
Gone. A catastrophe would not kill these people, but it would foreclose
their very existence. It would not erase them, but ensure they were
never even written. We would lose the value of everything that would
make each of these lives good—be it their happiness, freedom, success
or virtue. We would lose the very persons themselves. And we would
lose any value residing in the relationships between people or in the
fabric of their society—their love, camaraderie, harmony, equality and
justice.

Second is the loss of what we could do. Consider our greatest
achievements in the arts and the sciences, and how many of them have
been reached in just the last few centuries. If we make it through the
next few centuries with our potential intact, we will likely produce
greater heights than any we’ve seen so far. We may reach one of the



very peaks of science: the complete description of the fundamental
laws governing reality. And we will continue expanding the breadth of
our progress, reaching new provinces yet to be explored.

Perhaps the most important are potential moral achievements. While
we have made substantial progress over the centuries and millennia, it
has been much slower than in other domains and more faltering.
Humanity contains the potential to forge a truly just world, and
realizing this dream would be a profound achievement.

There is so much that we could be and do, such a variety of
flourishing and achievement ahead, that most conceptions of value will
find something to mourn should we fail, should we squander this
potential. And because this flourishing and achievement is on such a
grand scale, the safeguarding of our potential is of the greatest
importance.

23 So the scale of our future is not just important in consequentialist
terms. It also fuels arguments for reducing existential risk that are
rooted in considerations of fairness or justice.

24 By “matter just as much” I mean that each good or bad thing in their
life matters equally regardless of when they live.

On average people’s lives today are better than people’s lives a
thousand years ago because they contain more good things, and may be
more instrumentally important too, because we live at a more pivotal
time. So in these other senses, our lives may matter more now, but
these other senses are compatible with the kind of temporal neutrality I
endorse.

25 This has been suggested by J. J. C. Smart (1984, pp. 64–5) and G. E.
Moore (1903, § 93).

26 New generations will have new risks that they can help reduce, but
only we can reduce the risks being posed now and in coming decades.

27 The name was coined by William MacAskill and myself. The ideas
build on those of our colleagues Nick Beckstead (2013) and Nick
Bostrom (2002b, 2003). MacAskill is currently working on a major
book exploring these ideas.

28 We will see in Appendix E that as well as safeguarding humanity, there
are other general ways our acts could have a sustained influence on the
longterm future.



29 On a discount rate of 0.1% per annum (low by economists’ standards),
the intervening million years make suffering in one million years more
than 10434 times as important as the same amount of suffering in two
million years.

30 One could cash this out in different ways depending on one’s theory of
value. For some it may literally involve the badness of the death of the
group agent or species, humanity. For others it will be the absence of
human lives in the future and everything good about them.

31 There are serious challenges in doing so if the other time (or place)
involves a very different culture, but that is not relevant to this
example.

32 Imagine what we’d think if we found out that our government ignored
the risk of nuclear war on the grounds that if we were all dead, that
couldn’t be bad.

33 And even if after that skepticism we still leaned toward such a theory,
we should remain very cautious about following its advice regarding
the particular area where it most deviates from our intuition and from
the other theories we find plausible—on the value of our longterm
future. See Beckstead (2013, p. 63).

34 Indeed, we’d be stuck in almost exactly the same condition as our
earliest human ancestors (and there would be far fewer of us).

35 Burke (1790), para. 165. In her seminal work on the rights of future
persons, Annette Baier (1981) makes a related point: “The crucial role
we fill, as moral beings, is as members of a cross-generational
community, a community of beings who look before and after, who
interpret the past in light of the present, who see the future as growing
out of the past, who see themselves as members of enduring families,
nations, cultures, traditions.” As does John Rawls in A Theory of
Justice (1971, § 79): “The realizations of the powers of human
individuals living at any one time takes the cooperation of many
generations (or even societies) over a long period of time.”

36 Seneca (1972), pp. 279–91. Sixteen centuries later, in 1704, Isaac
Newton made a similar remark (Newton & McGuire, 1970): “To
explain all nature is too difficult a task for any one man or even for any
one age. ’Tis much better to do a little with certainty, & leave the rest
for others that come after you…”



In 1755, Denis Diderot expressed related ideas in his Encyclopédie
(Diderot, 1755, pp. 635–48A): “… the purpose of an encyclopedia is to
collect knowledge disseminated around the globe; to set forth its
general system to the men with whom we live, and transmit it to those
who will come after us, so that the work of preceding centuries will not
become useless to the centuries to come; and so that our offspring,
becoming better instructed, will at the same time become more
virtuous and happy, and that we should not die without having rendered
a service to the human race.”

37 Perhaps even more astounding is that some of the mysteries of comets
whose depth inspired Seneca to write this passage have only recently
been revealed—and contributed directly to our understanding of
existential risk: “Some day there will be a man who will show in what
regions comets have their orbit, why they travel so remote from other
celestial bodies, how large they are and what sort they are” (Seneca,
1972, p. 281).

The nature of their highly eccentric orbits and their size have been
key aspects in our current understanding of the risks comets pose to
civilization and humanity. Further understanding of both these features
would be among the most useful progress in reducing the risk posed by
impacts from space. See Chapter 3.

38 See Scheffler (2018) for interesting additional discussion of
reciprocity-based reasons for concern about future generations, and
other potential considerations not covered here.

39 As Sagan (1983, p. 275) put it: “There are many other possible
measures of the potential loss—including culture and science, the
evolutionary history of the planet, and the significance of the lives of
all of our ancestors who contributed to the future of their descendants.
Extinction is the undoing of the human enterprise.”

40 See, for example Cohen (2011), Scheffler (2009), Frick (2017).
41 Nick Bostrom (2013) expanded upon this idea: “We might also have

custodial duties to preserve the inheritance of humanity passed on to us
by our ancestors and convey it safely to our descendants. We do not
want to be the failing link in the chain of generations, and we ought not
to delete or abandon the great epic of human civilization that
humankind has been working on for thousands of years, when it is



clear that the narrative is far from having reached a natural terminus.”
42 Stewart Brand (2000) has spoken eloquently of this civilizational

patience: “Ecological problems were thought unsolvable because they
could not be solved in a year or two… It turns out that environmental
problems are solvable. It’s just that it takes focused effort over a decade
or three to move toward solutions, and the solutions sometimes take
centuries. Environmentalism teaches patience. Patience, I believe, is a
core competency of a healthy civilization.”

43 While it takes us a bit further afield, we might also consider
civilizational virtues related to our relationships with the wider world.
For example, mistreatment of our fellow animals and our environment
suggests deficiencies in our compassion and stewardship.

And we could also consider how safeguarding our future can be
motivated by virtues for individuals such as gratitude (to past
generations), compassion and fairness (toward future generations), and
unity or solidarity toward the rest of humanity. Jonathan Schell (1982,
pp. 174–5) considers love in the sense of a generalization of parental or
procreative love: the love with which we bring others into the world.

44 I’ve been lucky enough to get to work on this question with my
colleagues at the Future of Humanity Institute: Anders Sandberg and
Eric Drexler. In our paper, “Dissolving the Fermi Paradox” (Sandberg,
Drexler & Ord, 2018) we quantified the current scientific
understanding and uncertainties around the origin of life and
intelligence. And we showed that it is a mistake to think that since
there are billions of billions of stars there must be alien intelligence out
there. For it is entirely plausible (and perhaps even likely) that the
chance of life starting on any of them is correspondingly tiny. Our
scientific knowledge is just as compatible with being alone as with
being in a universe teeming with life. And given this, the lack of any
sign of intelligent alien life is not in any way surprising or paradoxical
—there is no need to invoke outlandish proposals to explain this; the
evidence simply suggests that we are more likely to be alone.

We suggest that previous researchers had been led astray by using
“point estimates” for all the quantities in the Drake equation. When
these are replaced by statistical distributions of plausible values, we see
that even if the mean or median number of alien civilizations is high,



there is also a large chance of none. And we update toward this
possibility when we see no sign of their activity.

45 This cosmic significance might be thought of as a way of illuminating
the moral value that humanity has for other reasons, or as an additional
source of value, or as something important that goes beyond value.
Here are some of the leading proponents of our cosmic significance in
their own words:

Martin Rees (2003, p. 157): “The odds could be so heavily stacked
against the emergence (and survival) of complex life that Earth is the
unique abode of conscious intelligence in our entire Galaxy. Our fate
would then have truly cosmic resonance.”

Max Tegmark (2014, p. 397): “It was the cosmic vastness that made
me feel insignificant to start with. Yet those grand galaxies are visible
and beautiful to us—and only us. It’s only we who give them any
meaning, making our small planet the most significant place in our
entire observable Universe.”

Carl Sagan (1980, p. 370): “The Cosmos may be densely populated
with intelligent beings. But the Darwinian lesson is clear: There will be
no humans elsewhere. Only here. Only on this small planet. We are a
rare as well as an endangered species. Every one of us is, in the cosmic
perspective, precious.”

Derek Parfit (2017b, p. 437): “If we are the only rational beings in
the Universe, as some recent evidence suggests, it matters even more
whether we shall have descendants or successors during the billions of
years in which that would be possible. Some of our successors might
live lives and create worlds that, though failing to justify past suffering,
would have given us all, including those who suffered most, reasons to
be glad that the Universe exists.”

James Lovelock (2019, p. 130): “Then, with the appearance of
humans, just 300,000 years ago, this planet, alone in the cosmos,
attained the capacity to know itself… We are now preparing to hand
the gift of knowing on to new forms of intelligent beings. Do not be
depressed by this. We have played our part… perhaps, we can hope
that our contribution will not be entirely forgotten as wisdom and
understanding spread outward from the earth to embrace the cosmos.”

One way of understanding cosmic significance in consequentialist



terms is to note that the more rare intelligence is, the larger the part of
the universe that will be lifeless unless we survive and do something
about it—the larger the difference we can make.

46 Eventually, we may become significant even in terms of raw scale.
Cosmologists believe that the largest coherent structures in the universe
are on the scale of about a billion light years across, the width of the
largest voids in the cosmic web. With the accelerating expansion of the
universe tearing things apart, and only gravity to work with, lifeless
matter is unable to organize itself into any larger scales.

However, there is no known physical limit preventing humanity
from forming coherent structures or patterns at much larger scales—up
to a diameter of about 30 billion light years. We might thus create the
largest structures in the universe and be unique even in these terms. By
stewarding the galaxies in this region, harvesting and storing their
energy, we may also be able to create the most energetic events in the
universe or the longest-lasting complex structures.

47 As explained earlier in this chapter, it is not that only humans matter,
but that humans are the only moral agents.

48 I think this is a very valuable perspective, which will yield insights that
reach far beyond what I am able to explore in this book. I hope that
others will adopt it and take it much further than I have been able to.

49 The theory of how to make decisions when we are uncertain about the
moral value of outcomes was almost completely neglected in moral
philosophy until very recently—despite the fact that it is precisely our
uncertainty about moral matters that leads people to ask for moral
advice and, indeed, to do research on moral philosophy at all.

Remedying this situation has been one of the major themes of my
work so far (Greaves & Ord, 2017; MacAskill & Ord, 2018;
MacAskill, Bykvist & Ord, forthcoming).

50 Nick Bostrom (2013, p. 24) put this especially well: “Our present
understanding of axiology might well be confused. We may not now
know—at least not in concrete detail—what outcomes would count as
a big win for humanity; we might not even yet be able to imagine the
best ends of our journey. If we are indeed profoundly uncertain about
our ultimate aims, then we should recognize that there is a great option
value in preserving—and ideally improving—our ability to recognize



value and to steer the future accordingly. Ensuring that there will be a
future version of humanity with great powers and a propensity to use
them wisely is plausibly the best way available to us to increase the
probability that the future will contain a lot of value. To do this, we
must prevent any existential catastrophe.”

I think the condition that you find it plausible is important. I’m not
suggesting that this argument from uncertainty works even if you are
extremely confident that there are no duties to protect our future. It
might be possible to make such an argument based on expected value,
but I am wary of expected value arguments when the probabilities are
extremely small and poorly understood (see Bostrom, 2009).

51 Even if one were committed to the bleak view that the only things of
value were of negative value, that could still give reason to continue
on, as humanity might be able to prevent things of negative value
elsewhere on the Earth or in other parts of the cosmos where life has
arisen.

52 Another way of saying this is that protecting our future has immense
option value. It is the path that preserves our ability to choose whatever
turns out to be best when new information comes in. This new
information itself also ends up being extremely valuable: whether it is
empirical information about what our future will be like or information
about which putative moral considerations stand the test of time. Of
course, it only holds this option value to the degree to which we expect
our future to be responsive to new information about what is morally
best.

For more on moral option value and the value of moral information
from the perspective of humanity see Bostrom (2013, p. 24),
MacAskill (2014) and also Williams (2015), who generalizes this idea:
“… we should regard intellectual progress, of the sort that will allow us
to find and correct our moral mistakes as soon as possible, as an urgent
moral priority rather than as a mere luxury; and we should also
consider it important to save resources and cultivate flexibility, so that
when the time comes to change our policies we will be able to do so
quickly and smoothly.”

53 These ideas are beautifully expressed by Sagan (1994).
54 The 2019 budget was $1.4 million (BWC ISU, 2019). Between 2016



and 2018, McDonald’s company-operated restaurants incurred an
average of $2.8 million expenses per restaurant per year (McDonald’s
Corporation, 2018, pp. 14, 20). The company does not report costs for
its franchised restaurants.

55 Farquhar (2017) estimated global spending on reducing existential risk
from AI at $9 million in 2017. There has been substantial growth in the
field since then, perhaps by a factor of 2 or 3. I’m confident that
spending in 2020 is between $10 and $50 million.

IDC (2019) estimate global AI spending will reach $36 billion in
2019, a significant proportion of which will be devoted to improving
AI capabilities.

56 The global ice cream market was estimated at $60 billion in 2018
(IMARC Group, 2019), or ∼0.07% of gross world product (World
Bank, 2019a).

Precisely determining how much we spend on safeguarding our
future is not straightforward. I am interested in the simplest
understanding of this: spending that is aimed at reducing existential
risk. With that understanding, I estimate that global spending is on the
order of $100 million.

Climate change is a good example of the challenges in determining
the sort of spending we care about. One estimate of global spending on
climate change is around $400 billion (∼0.5% of gross world product)
(Buchner et al., 2017). This is likely an overestimate of the economic
cost, since most of the total is spending on renewable energy
generation, much of which would otherwise have been spent on
building non-renewable capacity. Moreover, as we will see in Chapter
4, most existential risk from climate change comes from the most
extreme warming scenarios. It is not clear, therefore, how much of the
average dollar toward climate-change mitigation goes toward reducing
existential risk. Risks from engineered pandemics present similar
challenges—US federal funding on biosecurity totals $1.6 billion, but
only a small proportion of this will be aimed at the very worst
pandemics (Watson et al., 2018).

Setting aside climate change, all spending on biosecurity, natural
risks and risks from AI and nuclear war is still substantially less than
we spend on ice cream. And I’m confident that the spending actually



focused on existential risk is less than one-tenth of this.
57 Robock, Oman & Stenchikov (2007) and Coupe et al. (2019).
58 King et al. (2015). As we will see in Chapter 4, warming of 6°C is

quite plausible given our current scientific understanding.
59 These features are known as non-excludability (the provider can’t limit

the benefit to those who pay) and non-rivalry (an individual’s
consumption of the good doesn’t limit anyone else’s). As one can see,
most goods and services offered by the market are both excludable and
rivalrous.

60 See Bostrom (2013, p. 26). Building on the idea of the tragedy of the
commons, the economist Jonathan Wiener (2016) has called this
situation “the tragedy of the uncommons.”

61 There are some areas of longterm thinking, such as energy policy,
pensions and large infrastructure projects. These typically involve
thinking on a timescale of one or two decades, however, which is still
quite short term by the standards of this book.

62 For more on heuristics and biases in general, see Kahneman (2011).
See Wiener (2016) for a detailed discussion on these and other biases
affecting public judgment of rare catastrophic risks.

63 Indeed, we sometimes suffer from a version of this effect called mass
numbing, in which we are unable to conceptualize harms affecting
thousands or more people and treat them as even less important than
the same harm to a single identifiable person. See Slovic (2007).

64 Here I’m setting aside religious discussions of the end times, which I
take to be very different from discussion of naturalistic causes of the
end of humanity.

65 Russell (1945). Midway through the essay, Russell notes he has just
learned of the bombing of Nagasaki, most likely on the morning of
August 9, 1945: “As I write, I learn that a second bomb has been
dropped on Nagasaki. The prospect for the human race is sombre
beyond all precedent. Mankind are faced with a clear-cut alternative:
either we shall all perish, or we shall have to acquire some slight
degree of common sense. A great deal of new political thinking will be
necessary if utter disaster is to be averted.”

66 The Bulletin exists to this day, and has long been a focal point for
discussions about extinction risk. In recent years, they have broadened



their focus from nuclear risk to a wider range of threats to humanity’s
future, including climate change, bioweapons and unaligned artificial
intelligence.

67 The 1955 Russell–Einstein Manifesto states (Russell, 2002): “Here,
then, is the problem which we present to you, stark and dreadful and
inescapable: Shall we put an end to the human race; or shall mankind
renounce war?… there lies before you the risk of universal death.”

Signing the manifesto was one of Einstein’s last acts before his death
in 1955, as described by Russell (2009, p. 547): “I had, of course, sent
the statement to Einstein for his approval, but had not yet heard what
he thought of it and whether he would be willing to sign it. As we flew
from Rome to Paris, where the World Government Association were to
hold further meetings, the pilot announced the news of Einstein’s
death. I felt shattered, not only for the obvious reasons, but because I
saw my plan falling through without his support. But, on my arrival at
my Paris hotel, I found a letter from him agreeing to sign. This was one
of the last acts of his public life.”

68 In a private letter, Eisenhower (1956) contemplated this possibility and
its consequences for grand strategy: “When we get to the point, as we
one day will, that both sides know that in any outbreak of general
hostilities, regardless of the element of surprise, destruction will be
both reciprocal and complete, possibly we will have sense enough to
meet at the conference table with the understanding that the era of
armaments has ended and the human race must conform its actions to
this truth or die.”

In a speech to the United Nations, Kennedy (1961) said: “For a
nuclear disaster, spread by winds and waters and fear, could well
engulf the great and the small, the rich and the poor, the committed and
the uncommitted alike. Mankind must put an end to war—or war will
put an end to mankind… Today, every inhabitant of this planet must
contemplate the day when this planet may no longer be habitable.
Every man, woman and child lives under a nuclear sword of Damocles,
hanging by the slenderest of threads, capable of being cut at any
moment by accident, or miscalculation, or by madness. The weapons
of war must be abolished before they abolish us.”

And Brezhnev suggested that “Mankind would be wholly destroyed”



(Arnett, 1979, p. 131).
69 Schell (1982) was the first to publish, provoked by the new scientific

theory that nuclear weapons could destroy the ozone layer, which
might make life impossible for humans. This theory was soon found
wanting, but that did not affect the quality of Schell’s philosophical
analysis about how bad extinction would be (analysis that was
especially impressive as he was not a philosopher). Sagan (1983) was
compelled to think deeply about extinction after his early results on the
possibility of nuclear winter. Parfit’s magnum opus, Reasons and
Persons (1984), ended with his crisp analysis of the badness of
extinction, which went on to have great influence in academic
philosophy. Sagan cited Schell’s work, and Parfit was probably
influenced by it.

In that same year, The Imperative of Responsibility by Hans Jonas
(1984) was released in an English translation. Originally written in
1979, it also raised many of the key questions concerning our ethical
duties to maintain a world for future generations.

70 In 1985, Reagan said (Reagan & Weinraub, 1985): “A great many
reputable scientists are telling us that such a war could just end up in
no victory for anyone because we would wipe out the earth as we know
it. And if you think back to a couple of natural calamities… there was
snow in July in many temperate countries. And they called it the year
in which there was no summer. Now if one volcano can do that, what
are we talking about with the whole nuclear exchange, the nuclear
winter that scientists have been talking about?”

Speaking in 2000, Mikhail Gorbachev reflected (Gorbachev &
Hertsgaard, 2000): “Models made by Russian and American scientists
showed that a nuclear war would result in a nuclear winter that would
be extremely destructive to all life on earth; the knowledge of that was
a great stimulus to us.”

71 The crowd size has been estimated from 600,000 to 1 million, with 1
million being the most common number reported (Montgomery, 1982;
Schell, 2007). There have since been even larger protests on other
issues.



3 NATURAL RISKS

1 As recollected by Thomas Medwin (1824).
2 Estimates of the impact energy, the crater dimensions and ejecta are

from Collins, Melosh & Marcus (2005). Other details from Schulte et
al. (2010).

3 Schulte et al. (2010); Barnosky et al. (2011). One could argue that the
reign of the dinosaurs continues through their descendants, the birds.

4 The largest is Ceres, at 945 kilometers. Asteroids actually range in size
all the way down to fine dust, but are typically called “meteoroids”
when too small to be observed with our telescopes.

5 The largest known comet is Hale-Bopp, at roughly 60 kilometers,
though there may be larger ones that are currently too far away to
detect. Astronomers have had difficulty detecting comets smaller than
a few hundred meters, suggesting that they may not survive very long
at these sizes.

6 Many people must have witnessed them falling to the ground, and the
use of black metal of celestial origin appears in several myths. Indeed,
the earliest known iron artifacts are a set of small beads made from
meteoric iron 5,200 years ago, before iron ore could be smelted.
However, it is only 200 years ago that their origin was established to
scientific standards (consider how many other phenomena with
eyewitness accounts failed to withstand scrutiny).

7 Strictly speaking their paper gets its key estimate of 10 km (±4) by
averaging four methods, of which the iridium method is just one, and
suggested a slightly smaller size of 6.6 km (Alvarez et al., 1980).

8 The “impact winter” hypothesis was introduced by Alvarez et al.
(1980) in their initial paper. It was finally confirmed by Vellekoop et al.
(2014). The suggestion that impact-generated sulfates were responsible
for this effect traces back to the 1990s (Pope et al., 1997).

9 As can be seen from the chapter’s epigram, Lord Byron had thought of
the threat from comets and even the possibility of planetary defense as
early as 1822. The threat from comets began to be discussed in more
depth at the turn of the nineteenth century, most famously in H. G.
Wells’ “The Star” (1897), but also in George Griffith’s “The Great
Crellin Comet” (1897) which featured the Earth being saved by an



international project to deflect the comet. Bulfin (2015) contains
detailed information on these and other Victorian explorations of the
ways humanity could be destroyed. There was also non-impact-related
concern in 1910 when it was suggested that the tail of Halley’s comet
might contain gases that could poison our atmosphere (Bartholomew &
Radford, 2011, ch. 16).

The threat from asteroids was first recognized in 1941 (Watson,
1941). In 1959 Isaac Asimov urged the eventual creation of a space
program for detecting and eliminating such threats (Asimov, 1959).

10 Media interest was fueled by the 1980 Alvarez hypothesis, the 1989
near miss with the asteroid 4581 Asclepius and the 1994 collision of
the comet Shoemaker-Levy 9, which left a visible mark on Jupiter
comparable in size to the entire Earth.

11 This goal was achieved in 2011, for a total cost of less than $70 million
(Mainzer et al., 2011; US House of Representatives, 2013).

12 It is often reported that asteroids are a hundred times as common as
comets, suggesting that they make up the overwhelming bulk of the
risk. At one level this is true. At the time of writing, 176 near-Earth
comets had been identified, compared with 20,000 asteroids (JPL,
2019b). But while comets are 100 times less frequent, they are often
larger, so of the 1–10 km NEOs (near-Earth Objects), comets are only
20 times less frequent. Of the NEOs greater than 10 km, four are
asteroids and four are comets. Thus for the purposes of existential risk,
the background risk from comets may not be that different from that of
asteroids.

13 Note that the mass, and thus the destructive energy, of an asteroid is
proportional to the cube of the diameter, such that a 1 km asteroid has
only a thousandth the energy of a 10 km asteroid. They can also vary in
terms of their density and their speed relative to the Earth—for a given
size, a denser or faster asteroid has more kinetic energy and is thus
more dangerous.

14 Longrich, Scriberas & Wills (2016).
15 When I wrote the first draft of this chapter, most of the risk from the

tracked asteroids was in the 2 km asteroid “2010 GZ60,” At the time of
writing, the chance of a collision over the next century was put at the



low but non-negligible level of one in 200,000. Happily, we now know
this will miss the Earth. The most risky tracked asteroid is now the 1.3
km asteroid “2010 GD37,” whose impact probability in the next century
is a mere one in 120,000,000 (JPL, 2019b).

16 The main uncertainty about whether we have found them all stems
from those asteroids with orbits close to 1 AU (the distance between
the Earth and the Sun) and a period of close to one year, making them
undetectable for many years at a time. Fortunately, it is very unlikely
that there is such an asteroid. And if there were, it would become
visible years before a potential impact (Alan Harris, personal
communication).

17 The risk from asteroids between 1 and 10 km in size is even lower than
this probability suggests, as the 5% of these remaining untracked are
disproportionately at the small end of the scale (the vast majority were
near the small end of this range to begin with, and our detection
methods have been better at finding the bigger ones).

18 Hazard descriptions are from Alan Harris. Estimates of impact
probabilities are from Stokes et al. (2017, p. 25).

The total number of 1–10 km near-Earth asteroids has most recently
been estimated at 921 ± 20 (Tate, 2017). As of April 2019, 895 have
been discovered: 95–99% of the total (JPL, 2019a). In order to be
conservative, I take the lower bound.

Four near-Earth asteroids over 10 km have been identified (JPL,
2019a): 433 Eros (1898 DQ); 1036 Ganymed (1924 TD); 3552 Don
Quixote (1983 SA); 4954 Eric (1990 SQ). NASA (2011) believes this
is all of them.

19 The International Asteroid Warning Network was established in 2014
on the recommendation of the UN. The international Spaceguard
Foundation was founded in 1996 (UNOOSA, 2018).

20 In 2010 annual funding was $4 million. This was increased to $50
million in 2016, and is understood have remained at similar levels
since (Keeter, 2017).

21 Unfortunately comets can be much more difficult to characterize and to
divert. Short-period comets (those with orbits of less than 200 years)
present some novel problems: they are subject to forces other than



gravity, making their trajectories harder to predict, and it is more
difficult to rendezvous with them. Things get substantially worse with
long-period comets since they are so far from the Earth. We understand
neither their overall population, nor the detailed trajectories of those
that might threaten us (if they pose a threat next century, it would be on
their very first observed approach toward us). Moreover, they would be
extremely difficult to deflect as we would have less than a year from
first detection (at around the orbit of Jupiter) to the time of impact
(Stokes et al., 2017, p. 14).

22 Asteroids are about twenty times as frequent in the 1–10 km size
category, but tracking those asteroids has reduced the risk by that same
multiple. And comets and asteroids are about equally frequent in the 10
km+ size category (JPL, 2019b).

23 Deflection would be very expensive, but the costs would only need to
be paid if a large asteroid on a collision course for Earth were
discovered. In such a situation, the people of the Earth would be
willing to pay extremely high costs, so it would be more a question of
what we can achieve in the time available than one of price. In contrast,
the costs of detection and tracking need to be paid whether or not there
really is a dangerous asteroid, so even though they are much lower in
dollar terms, they may be the greater part of the expected cost, and the
part that is harder to get funded.

24 National Research Council (2010), p. 4.
25 See Sagan & Ostro (1994) for an early discussion, and Drmola &

Mareš (2015) for a recent survey.
26 One reason it is unlikely is that several of the deflection methods (such

as nuclear explosions) are powerful enough to knock the asteroid off
course, but not refined enough to target a particular country with it. For
this reason, these might be the best methods to pursue.

27 Eruptions are measured using two scales. The volcanic explosivity
index (VEI) is an ordinal scale classifying eruptions in terms of their
ejecta volume. The magnitude scale is a logarithmic scale of eruption
mass, given by M = log10 [erupted mass in kg] – 7. The magnitude
scale is generally preferred by scientists, due to practical problems
estimating eruption volumes, and the usefulness of a continuous scale



in analyzing relationships between magnitude and other parameters.
All VEI 8 eruptions with a deposit density of greater than around 1,000
kg/m3 (most of them) will have magnitudes of 8 or more.

There is no sharp line between supervolcanic eruptions and regular
eruptions. Supervolcanic eruptions are those with VEI 8—ejecta
volume greater than 1,000 km3. It is not clear whether flood basalts
should count as supervolcanoes, and they have generally been
considered separately.

See Mason, Pyle & Oppenheimer (2004) for a discussion of the
scales.

28 Not all calderas are the result of supereruptions, however. For example,
Kilauea in Hawaii has a caldera that was produced by lava flows, rather
than from an explosive eruption.

29 This was its last supervolcanic eruption. It had a lesser eruption
176,000 years ago (Crosweller et al., 2012).

30 There is significant uncertainty about the magnitude of global cooling,
with estimates ranging from 0.8°C to 18°C. The key driver of climatic
effects is the amount of sulfate injected into the upper atmosphere,
estimates of which vary by several orders of magnitude. This is usually
expressed as a multiple of the Pinatubo eruption in 1991, for which we
have accurate measurements.

Early research (Rampino & Self, 1992) found cooling of 3–5°C,
with sulfate levels of 38x Pinatubo. More recently, Robock et al.
(2009) use a central estimate of 300x Pinatubo, and find cooling of up
to 14°C.

Recent work by Chesner & Luhr (2010) suggests a sulfate yield of
2–23x Pinatubo—considerably less than early numbers. Yost et al.
(2018) offer an extensive review of estimates and methodology,
arguing that estimates from Chesner & Luhr (2010) are more robust,
and calculating an implied global cooling of 1–2°C. More research is
needed to better constrain these estimates.

31 Raible et al., 2016. This inspired Byron to write his poem “Darkness,”
which begins: “I had a dream, which was not all a dream. / The bright
sun was extinguish’d, and the stars / Did wander darkling in the eternal
space, / Rayless, and pathless, and the icy earth / Swung blind and
blackening in the moonless air; / Morn came and went—and came, and



brought no day…”
The year without summer also inspired Mary Shelley to write

Frankenstein, while traveling with Byron and Percy Shelley. In her
introduction to the 1831 edition she describes how, forced indoors by
the “wet, ungenial summer and incessant rain,” the group entertained
themselves by telling ghost stories, one of which became Frankenstein
(Shelley, 2009).

32 This is known as the “Toba catastrophe hypothesis” and was
popularized by Ambrose (1998). Williams (2012) argues that
imprecision in our current archeological, genetic and
paleoclimatological techniques makes it difficult to establish or falsify
the hypothesis. See Yost et al. (2018) for a critical review of the
evidence. One key uncertainty is that genetic bottlenecks could be
caused by founder effects related to population dispersal, as opposed to
dramatic population declines.

33 Direct extinction, that is. Such an event would certainly be a major
stressor, creating risk of subsequent war. See Chapter 6 on risk factors.

The Toba eruption had a magnitude of 9.1, and is the largest eruption
in the geological record (Crosweller et al., 2012). On a uniform prior, it
is unlikely (4%) that the largest eruption for 2 million years would
have occurred so recently. This raises the possibility that the record is
incomplete, or that the estimate of Toba’s magnitude is inflated.

34 Rougier et al. (2018). Estimating the return period for Toba-sized
eruptions (magnitude 9 or more) is difficult, particularly with only one
data point. Rougier’s model suggests between 60,000 and 6 million
years, with a central estimate of 800,000 years (personal
communication). This estimate is highly sensitive to the upper limit for
eruptions, which Rougier places at 9.3. I’ve rounded all these numbers
to one significant figure to reflect our level of confidence.

35 Wilcox et al. (2017); Denkenberger & Blair (2018).
36 Barnosky et al. (2011). Though note that many things have been

suggested as possible causes of the end-Permian mass extinction. See
Erwin, Bowring & Yugan (2002) for a survey of proposed causes.

37 This could involve both climate modeling and analysis of the fossil
record to see whether past eruptions caused any global or local
extinctions. This latter angle might be easier than with asteroids due to



the higher frequency of supervolcanic eruptions.
38 When one of the forces would increase or decrease, the star’s size

changes in response until they are balanced again. The rapid collapsing
and exploding can be seen as failed attempts to rebalance these forces.

39 This can happen when the nuclear fuel of a large star runs low,
reducing the pressure, or when a tiny white dwarf star drains off too
much mass from a close companion star, increasing the gravitational
squeezing. The former is more common and is known as a core-
collapse supernova. The latter is known as a thermonuclear supernova
(or Type Ia supernova).

40 Baade & Zwicky (1934); Schindewolf (1954); Krasovsky & Shklovsky
(1957).

41 Bonnell & Klebesadel (1996).
42 This same effect massively increases the range at which they could be

deadly to the Earth, which is sometimes interpreted as a reason to be
more concerned about gamma ray bursts relative to supernovae.
However, it also makes it possible that the explosion will miss us, due
to being pointed in the wrong direction. In a large enough galaxy, these
effects would exactly cancel out, with the narrowness of the cone
having no effect on the average number of stars that a stellar explosion
exposes to dangerous radiation levels. In our own galaxy, the
narrowness of the cone actually reduces the typical number of stars
affected by each blast, since it increases the chance that much of it is
wasted, shooting out beyond the edges of our galaxy.

43 This gamma ray burst (GRB 080319B) occurred about 7.5 billion years
ago at a point in space that is now more than 10 billion light years
away (due to cosmic expansion—author’s calculation). This is 3,000
times further away than the Triangulum Galaxy, which is usually the
most distant object visible with the naked eye (Naeye, 2008).

44 When these cosmic rays interact with our atmosphere, they also cause
showers of high-energy particles to reach the Earth’s surface, including
dangerous levels of muon radiation.

An event of this type may have played a role in initiating the
Ordovician mass extinction approximately 440 million years ago
(Melott et al., 2004).

45 We can eliminate the risk from core collapse supernovae as nearby



candidates would be very obvious and are not present. However, about
a tenth of the risk is from thermonuclear supernovae (type Ia) which
are harder to detect and thus it is harder to be sure they are absent (The
et al., 2006). Similarly, it is very hard to find binary neutron stars that
might collide in order to rule out the risk from this type of gamma ray
burst. Given the difficulties and our more limited of understanding of
gamma ray bursts, I have declined to give a numerical estimate of how
much lower the risk over the next century is compared to the baseline
risk.

46 Melott & Thomas (2011) estimate the frequency of extinction-level
supernovae events at one in every 5 million centuries. This uses a
distance threshold of 10 parsecs. Wilman & Newman (2018) reach a
similar estimate, of one in every 10 million centuries.

Melott & Thomas (2011) estimate the total rate of extinction-level
GRB (gamma ray burst) events at one in every 2.5 million centuries.
This includes both long and short GRBs. Piran & Jimenez (2014) give
probabilistic estimates of extinction-level GRB events having
happened in the past. They find a probability of over 90% for such a
long GRB having occurred in the last 5 billion years, and 50% of one
having occurred in the last 500 million years. For short GRBs, they
find much lower probabilities—14% in the last 5 billion years, and 2%
in the last 500 million years.

These probability estimates (and particularly those of GRBs) are
much rougher than those for asteroids and comets, due to the field
being at an earlier stage. For example, the estimates for the energy
released by supernovae and gamma ray bursts (and the cone angle for
GRBs) are based on individual examples that are thought to be
representative, rather than on detailed empirical distributions of known
energy levels and cone angles for these events. In addition, while we
have a reasonable understanding of which events could cause a 30%
depletion of global ozone, more work is needed to determine whether
this is the right threshold for catastrophe.

47 Some more detailed examples include: determining if there is a level of
fluence that is a plausible extinction event, based on the predicted
effects of ozone depletion on humans and crops; incorporating the
observed distribution of supernova and gamma ray burst energy levels



(and cone angles) into the model instead of relying on a paradigm
example for each; taking into account the geometrical issues around
cone angles from note 42 to this chapter; and doing a sensitivity
analysis on the model to see if there are any plausible combinations of
values that could make this risk competitive with asteroid risk (then
attempting to rule those out).

I’d also encourage blue-sky thinking to see if there are any possible
ways existing models could be underestimating the risk by an order of
magnitude or more.

48 This is addressed in detail in Chapter 8.
49 Masson-Delmotte et al. (2013) say it is “virtually certain” (over 99%)

that orbital forcing—slow changes in the Earth’s position relative to the
Sun—cannot trigger widespread glaciation in the next thousand years.
They note that climate models simulate no glaciation in the next 50,000
years, provided atmospheric carbon dioxide concentrations stay above
300 ppm. We also know that glacial periods are common enough that if
they posed a high risk of extinction, we should see it in the fossil
record (indeed most of Homo sapiens’ history has been during glacial
periods).

However, since we are considering many other risks that are known
to have low probabilities, it would be good if we could improve our
understanding of just how low the probability of entering a glacial
period is, and just how much risk of global civilization collapse it
might pose. Notably, the Agricultural Revolution happened just as the
last glacial period was ending, suggesting that even if they pose very
little extinction risk, they may make agricultural civilization
substantially harder.

50 Adams & Laughlin (1999). Disruption by a passing black hole is less
likely still, since stars vastly outnumber black holes.

51 This probability is difficult to estimate from observation as it would
destroy any observers, censoring out any positive examples from our
data set. However, Tegmark & Bostrom (2005) present an ingenious
argument that rules out vacuum collapse being more likely than one in
a billion per year with 99.9% confidence. Buttazzo et al. (2013)
suggest that the true chance is less than one in 10600 per year, while
many others think that our vacuum actually is the true vacuum so the



chance of collapse is exactly zero.
It might also be possible to trigger a vacuum collapse through our

own actions, such as through high-energy physics experiments. Risks
from such experiments are discussed on pp. 160–161.

52 The geological record suggests a chance of roughly one in 2,000 per
century. It is still debated whether the process is random or periodic.
See Buffett, Ziegler & Constable (2013) for a summary of recent
developments.

53 Lingam (2019).
54 The idea that our species’ longevity is evidence that natural risk is low

is briefly mentioned by Leslie (1996, p. 141) and Bostrom (2002b). To
my knowledge, the first attempt to quantify evidence from the fossil
record is Ord & Beckstead (2014). My colleagues and I have further
developed this line of reasoning in Snyder-Beattie, Ord & Bonsall
(2019).

55 All these techniques give estimates that are based on averages. If we
know we are not in an average time, they might no longer apply. It is
extremely unlikely that we will detect a 10 km asteroid on a collision
course for Earth. But if we did, we would no longer be able to help
ourselves to laws of averages. I do not know of any natural threats
where our current knowledge suggests that our risk of extinction is
significantly elevated (and we should be surprised to find ourselves in
such a situation, since they must be rare). Indeed, it is much more
common for the knowledge we acquire to show that the near-term risk
from a threat—such as asteroids or supernovae—is actually lower than
the longterm average.

56 There are some indirect applications to unrecoverable collapse. The
major hazards that have been identified appear to pose a broadly
similar level of risk of unrecoverable collapse and extinction (say,
within a factor of ten), so there is some reason to think that finding the
extinction risk is very small would also have bearing on the collapse
risk. What would be needed to break this is a natural hazard that is
especially good at posing collapse risk relative to extinction risk. This
is harder to find than one might think, especially when you consider
that a lot of the fossil evidence we use is for species that are much less
robust to extinction than we are, due to smaller geographical ranges



and dependence on a small number of food sources—it would have to
be able to permanently destroy civilization across the globe without
causing such species to go extinct.

Another approach would be to run the first of my methods using the
lifetime of civilization instead of the lifetime of Homo sapiens. As this
is about 100 centuries, we’d get a best-guess estimate between 0% and
1% per century. Which is something, but definitely not as comforting.

More research on how to strengthen these estimates and bounds for
irrevocable civilization collapse would be very valuable.

57 There is considerable uncertainty about the 200,000-year estimate for
the origin of Homo sapiens and for many related dates we will consider
later. My 200,000 estimate refers to the “Omo” fossil remains, which
are widely regarded as being Homo sapiens. More recently discovered
fossils from Jebel Irhoud in Morocco are dated to roughly 300,000
years ago, but it is still debated whether they should be considered
Homo sapiens (see note 2 to Chapter 1). But all these dates are known
to be correct to within a factor of two and that is sufficient accuracy to
draw the qualitative conclusions later on. Feel free to substitute them
with any other estimates you prefer, and see how the quantitative
estimates change.

58 This is not strictly true, as in some mathematical contexts probability
zero events can happen. But they are infinitely unlikely, such as
flipping a coin forever and never getting tails. Of course, we also don’t
have enough evidence to suggest that human extinction is infinitely
unlikely in this sense.

59 This area of research is ongoing and clearly very important for the
study of existential risk, which is all about unprecedented events. One
way to state the question is: what probability should we assign to
failure if something has succeeded on each of the n trials so far? This is
sometimes known as the problem of zero-failure data. Estimators that
have been suggested include:

0           Maximum likelihood estimator.
1/3n     “One-third” estimator (Bailey, 1997).
∼1/2.5n Approximation of method from Quigley & Revie (2011).
1/2n+2  Bayesian updating with a maximum entropy prior.



∼1/1.5n 50% confidence level (Bailey, 1997).
1/n+2     Bayesian updating with a uniform prior.
1/n         “Upper bound” estimator.

Note that the widespread “rule of three” (Hanley, 1983) is not
attempting to answer the same question: it suggests using 3/n, but as an
upper bound (at 95% confidence) rather than as a best guess. We will
use a more direct approach to estimate such bounds and ask for a
higher confidence level.

I think the arguments are strongest for the Bayesian updating with a
maximum entropy prior, which ends up giving an estimate right in the
middle of the reasonable range (after a lot of trials, or when the
possibility of failure is spread continuously through time).

60 The general formula for the upper bound is 1–(1–c)100/t, where c is the
level of confidence (e.g., 0.999) and t is the age of humanity in years
(e.g., 200,000).

61 This is not quite the same as saying that there is a 99.9% chance that
the risk is below 0.34%. It just means that if the risk were higher than
0.34%, a 1 in 1,000 event must have occurred. This should be enough
to make us very skeptical of such an estimate of the risk without
substantial independent reason to think it so high. For example, if all
other observed species had natural-cause extinction rates of 1% per
century, we might think it is more likely that we do too—and that we
got very lucky, rather than that we are exceptional. However, we shall
soon see that related species have lower extinction risk than this, so
this does not offer a way out.

62 On the basis of fossil evidence, we are confident that divergence
occurred at least 430,000 years ago (Arsuaga et al., 2014). See White,
Gowlett & Grove (2014) for a survey of estimates from genomic
evidence, which range from around 400,000 to 800,000 years ago.

63 All species’ age estimates in this chapter are from the fossil evidence.
It is difficult to get the complete data for all species in the genus

Homo as new species are still being discovered, and there are several
species which have only been found in a few sites. Therefore, using the
dates between the earliest and latest known fossils for each species will
probably greatly underestimate their lifespan. One response is to



restrict our attention to the species found in more than a few sites and
this is what I’ve done. Unfortunately, this increases a type of bias in the
data where we are less likely to know about short-lived species as there
will typically be fewer fossilized remains (causing this to
underestimate natural risk). However, since Homo sapiens is known to
have a longevity greater than 200,000 years there is evidence that its
extinction chance is not very similar to those of any extremely short-
lived species that may have been missed out.

64 One might wonder whether a constant hazard rate is a reasonable
model of how species go extinct. For example, it assumes that their
objective chance of going extinct in the next century is independent of
how long they have lived so far, but perhaps species are more like
organisms, in that older species are less fit and at increased risk. Such a
systematic change in extinction risk over time would affect my
analysis. However, it appears that species lifespans within each family
are indeed fairly well approximated by a constant hazard rate (Van
Valen, 1973; Alroy, 1996; Foote & Raup, 1996).

65 This could also be said of the previous method, as Homo sapiens is
arguably a successful continuation of the species before it.

66 This special form of survivorship bias is sometimes known as
anthropic bias or an observation selection effect.

67 My colleagues and I have shown how we can address these
possibilities when it comes to estimating natural existential risk via
how long humanity has survived so far (Snyder-Beattie, Ord &
Bonsall, 2019). We found that the most biologically plausible models
for how anthropic bias could affect the situation would cause only a
small change to the estimated probabilities of natural risk.

68 All dates given are for when the event ended. Extinction rates are from
Barnosky et al. (2011).

It has recently been suggested that the Devonian and Triassic events
may have reduced species numbers more from lowering the origination
rate of new species than raising the extinction rate of existing species
(Bambach, 2006). If so, this would only strengthen the arguments
herein, by reducing the frequency of the type of extinction events
relevant to us to a “Big Three.”

Note also that there is a lot of scientific uncertainty around what



caused most of these, including the biggest. But for our purposes this
doesn’t matter too much, since we still know that these events are
extremely rare and that is all we use in the argument.

69 Even in the case of an asteroid impact, where technology and
geographical distribution are very helpful, we could be at increased risk
due to our reliance on technology and the farming of very few types of
crop. It is conceivable that a smaller society of hunter-gatherers would
be more resilient to this, since they would have skills that are rare now
but which might become essential (Hanson, 2008). However, I very
much doubt that this risk has increased overall, especially considering
the fact that our world still contains people who are relatively isolated
and live in relatively untouched tribal groups.

4 ANTHROPOGENIC RISKS

1 Toynbee (1963).
2 The contribution of fusion to an atomic bomb goes far beyond this

higher efficiency. A fission bomb has a natural size limit set by the
critical mass of its fuel (some tricks allow this to be exceeded, but only
by a small multiple). In contrast, the fusion fuel has no such constraints
and much larger bombs could be built. Moreover, the neutrons emitted
by the fusion can cause fission in the bomb’s massive uranium tamper.
This is known as a fission-fusion-fission bomb and this final stage of
fission can produce most of the energy.

3 Compton (1956), pp. 127–8.
4 Albert Speer, the German minister of armaments, gave a chilling

account (Speer, 1970, p. 227): “Professor Heisenberg had not given any
final answer to my question whether a successful nuclear fission could
be kept under control with absolute certainty or might continue as a
chain reaction. Hitler was plainly not delighted with the possibility that
the earth under his rule might be transformed into a glowing star.
Occasionally, however, he joked that the scientists in their unworldly
urge to lay bare all the secrets under heaven might some day set the
globe on fire. But undoubtedly a good deal of time would pass before
that came about, Hitler said; he would certainly not live to see it.”

One cannot be sure from this whether it was exactly the same



concern (a thermonuclear reaction spreading through the atmosphere)
or a related kind of uncontrolled explosion.

5 Teller had made very “optimistic” assumptions about the parameters
involved in getting the fusion reaction going, and had not taken
account of the rate at which the heat of the explosion would radiate
away, cooling it faster than the new fusion heated it up (Rhodes, 1986,
p. 419).

6 This report has subsequently been declassified and is available as
Konopinski, Marvin & Teller (1946).

7 The report ends: “One may conclude that the arguments of this paper
make it unreasonable to expect that the N + N reaction could
propagate. An unlimited propagation is even less likely. However, the
complexity of the argument and the absence of satisfactory
experimental foundation makes further work on the subject highly
desirable” (Konopinski, Marvin & Teller, 1946).

In contemporary discussion, the probability of “three in a million” is
often given, either as the estimate of the chance of ignition or as a
safety threshold that the chance needed to be below. This number does
not occur in the report and appears to have entered the public sphere
through an article by Pearl S. Buck (1959). While intriguing, there is
no convincing evidence that such a probability was used by the atomic
scientists in either manner.

8 David Hawkins, the official historian of the Manhattan Project, has
said that the possibility kept being rediscovered by younger scientists
and that the leadership at Los Alamos had to keep “batting it down,”
telling them that it had been taken care of. In the end, Hawkins did
“more interviews with the participants on this particular subject, both
before and after the Trinity test, than on any other subject” (Ellsberg,
2017, pp. 279–80).

9 Peter Goodchild (2004, pp. 103–4): “In the final weeks leading up to
the test Teller’s group were drawn into the immediate preparations
when the possibility of atmospheric ignition was revived by Enrico
Fermi. His team went to work on the calculation, but, as with all such
projects before the introduction of computers, these involved
simplifying assumptions. Time after time they came up with negative
results, but Fermi remained unhappy about their assumptions. He also



worried whether there were undiscovered phenomena that, under the
novel conditions of extreme heat, might lead to an unexpected
disaster.”

10 From his private notes written the next day (Hershberg, 1995, p. 759).
The full quotation is: “Then came a burst of white light that seemed to
fill the sky and seemed to last for seconds. I had expected a relatively
quick and light flash. The enormity of the light quite stunned me. My
instantaneous reaction was that something had gone wrong and that the
thermal nuclear [sic] transformation of the atmosphere, once discussed
as a possibility and jokingly referred to a few minutes earlier, had
actually occurred.”

Perhaps from staring into this abyss, Conant was one of the first
people to take the destruction of civilization due to nuclear war
seriously. When the war ended, he returned to Harvard and summoned
its chief librarian, Keyes Metcalf, for a private meeting. Metcalf later
recalled his shock at Conant’s request (Hershberg, 1995, pp. 241–2):
“We are living in a very different world since the explosion of the A-
bomb. We have no way of knowing what the results will be, but there
is the danger that much of our present civilization will come to an
end… It might be advisable to select the printed material that would
preserve the record of our civilization for the one we can hope will
follow, microfilming it and making perhaps 10 copies and burying
those in different places throughout the country. In that way we could
ensure against the destruction that resulted from the fall of the Roman
Empire.”

Metcalf looked into what this would require, and prepared a rough
plan for microfilming the most important 500,000 volumes, or a total
of 250 million pages. But in the end they did not pursue this, reasoning
both that its becoming public would cause significant panic, and that
written records would probably survive in the libraries of university
towns that would not suffer direct hits from atomic weapons. However,
when Metcalf resigned from Harvard, he began a project of ensuring
vast holdings of important works in major universities in the southern
hemisphere, perhaps inspired by the conversation with Conant and fear
of nuclear catastrophe (Hershberg & Kelly, 2017).

11 Weaver & Wood (1979).



12 If a group cares deeply about the accuracy of their own internal work,
they can set up a “red team” of researchers tasked with proving the
work wrong. This team should be given ample time, until they
overcome their initial loyalties to the work so far, beginning to hope it
is wrong rather than right. They also should be given ample resources,
praise and incentives for finding flaws.

13 Part of any proper risk analysis is a measure of the stakes and a
comparison with the benefits. These benefits became much smaller
once Hitler was defeated, necessitating a much lower probability
threshold for the disaster, but it seems that the risk wasn’t re-evaluated.

14 At least a few people in government do appear to have found out about
it. Serber (1992, p. xxxi): “Compton didn’t have enough sense to shut
up about it. It somehow got into a document that went to Washington.
So every once in a while after that, someone happened to notice it, and
then back down the ladder came the question, and the thing never was
laid to rest.”

15 One of the best methods for eliciting someone’s subjective probability
for an event is to offer a series of small bets and see how extreme the
odds need to be before they take them. As it happened, Fermi did
exactly this, the evening before the Trinity test, taking bets on whether
the test would destroy the world. However, since it was obvious that no
one could collect on their bets if the atmosphere had ignited, this must
have been at least partly in jest. History does not relate who took him
up on this nor what odds they took.

16 The fuel was a compound of lithium with deuterium (an isotope of
hydrogen that is conducive to fusion reactions). The purpose of the
lithium was to react with a neutron, producing the extremely rare
hydrogen isotope, tritium. This tritium would then fuse with the
deuterium, releasing a lot of energy.

17 15 Mt fell well outside their uncertainty range of 4 to 8 Mt (Dodson &
Rabi, 1954, p. 15).

18 The Japanese were understandably upset at being hit by a US nuclear
weapon again, just nine years after Nagasaki, and this caused a
diplomatic incident. Even the scientific results were a disaster: they
collected relatively little useful data as the larger blast destroyed much
of their test equipment.



19 The lithium-7 was reacting in an unanticipated way, producing both
more tritium and more neutrons, which drove the fusion and fission
reactions much further than expected. It is difficult to make any precise
claims about the relative contributions of the two lithium isotopes as
the weapon involved several interacting stages, but I believe it is
roughly right to say that the contributions of the two kinds of lithium
were similar, for the weapon had an amount of lithium-7 equal to 150%
of the amount of lithium-6 and got an additional 150% energy release.

20 One reason is that they appear to have taken more caution with the first
of these calculations. For the atmosphere to ignite, they would not only
need to be wrong in their calculations, but wrong by an amount in
excess of their safety factors.

There is also the fact that their first calculation was a yes/no
question, while the second wasn’t. So there were more ways the second
could go wrong. I’ve demonstrated that it contained a major mistake,
but the fuel they recommended did still explode, so I suppose a more
coarse-grained assessment might still count that calculation as a
success.

And finally, there is a question of priors. Even if their method of
answering questions was completely unreliable (e.g., flipping a coin),
all that means is that it doesn’t provide a useful update to your prior
probability estimate for the event. It is hard to say what that should
have been in the case of igniting the atmosphere, but it is reasonable
for it to have been well below 50%, perhaps below 1%.

21 The report on Soviet bombing targets was delivered on August 30,
1945 (Rhodes, 1995, p. 23).

22 Another key technical development was multiple independently
targetable re-entry vehicles (MIRVs). These enabled a single ICBM to
split and hit several locations. This shifted the strategic balance toward
first strike, as the power that struck first could potentially take out
several enemy ICBMs with each of its own. This in turn increased the
reliance on hair-trigger alert as the retaliating power would need to
launch its missiles while the attacking missiles were still on their way
in.

23 Within five months 140,000 people died in Hiroshima from a yield of
about 15 kilotons. The world’s arsenal is about 200,000 times this, so



the naïve extrapolation would suggest about 30 billion deaths, or about
four times the world’s population. But such a calculation makes two
major mistakes.

First, it ignores the fact that many people do not live in big dense
cities: there are nowhere near enough nuclear warheads to hit all towns
and villages. And second, it ignores the fact that bigger nuclear
weapons become less efficient at killing, per kiloton. This is because
the blast energy is spread out in a three-dimensional ball, while the city
is in a two-dimensional disc, which occupies a smaller and smaller
fraction of the ball as the energy increases. Thus an increasing fraction
of the blast energy is wasted as the weapon is scaled up.
Mathematically, the blast damage scales as the two-thirds power of the
energy.

24 Ball (2006) estimates 250 million direct deaths from an all-out nuclear
war.

The Office of Technology Assessment (1979) describes US
government estimates of direct death tolls ranging from 20 to 165
million in the US, and 50 to 100 million in the Soviet Union. Note that
these estimates should be adjusted for a present-day case—the
population of US cities has increased substantially since the 1970s, and
the collapse of the Soviet Union has presumably restricted the targets
of a US attack to Russia. Ellsberg (2017, pp. 1–3) describes a classified
report prepared for President Kennedy by the Joint Chiefs of Staff,
which estimated the immediate deaths from a nuclear attack on the
Soviet Union and China at 275 million, rising to 325 million after six
months, numbers that would also have to be scaled up for present
populations.

25 There were often further checks that may have prevented these
incidents escalating all the way to nuclear war. For a skeptical take on
how close these close calls were, see Tertrais (2017).

26 There are far more close calls and accidents than I could do justice to
in this book. For example, NORAD reported that false alarms led to six
Threat Assessment Conferences and 956 Missile Display Conferences
even just in the five years from January 1978 to May 1983 (Wallace,
Crissey & Sennott, 1986).

27 Brezhnev (1979); Gates (2011); Schlosser (2013).



28 Reports differ on whether there were five missiles shown, or just a
single missile (with four more appearing in a second event later that
night).

29 Lebedev (2004); Schlosser (2013); Chan (2017).
30 Forden, Podvig & Postol (2000); Schlosser (2013).
31 Feld (1976) estimates that a one-megaton warhead can irradiate an area

of roughly 2,500 km2 with a lethal dose, implying one would need at
least 60,000 such weapons to irradiate the Earth’s land area. This
significantly exceeds current stockpiles of around 9,000 deployed
warheads, which have an average yield considerably below one
megaton.

32 Such a “doomsday device” was first suggested by Leo Szilard in 1950
and its strategic implications were more fully developed by Herman
Kahn (Bethe et al., 1950). A cobalt bomb (or similar salted weapon)
plays a major role in the plots of On the Beach and Dr. Strangelove,
taking nuclear war in both cases from a global catastrophe to an
extinction threat.

The greatest obstacle to destroying all of humanity with such a
weapon is ensuring that lethal radiation is distributed evenly across the
Earth, particularly when taking into account shelters, weather and
oceans.

Russia’s Poseidon nuclear torpedo—currently being developed—is
allegedly equipped with a cobalt warhead. Information about the
weapon was ostensibly leaked by accident, but is suspected to have
been deliberately released by the Russian government, so should be
viewed with some skepticism (BBC, 2015).

33 It is sometimes said that the burning of the oil wells in Kuwait refuted
nuclear winter. But this isn’t right. Carl Sagan thought the burning of
the oil wells would cause detectable global cooling because the soot
would reach the stratosphere. But the oil-well fires were too small to
loft it high enough. This puts a small amount of pressure on the part of
the model about how high soot from firestorms would be lofted, but
doesn’t affect anything that comes after that. There are examples of
forest fires elevating smoke as high as nine kilometers (Toon et al.,
2007).

34 Robock, Oman & Stenchikov (2007).



35 Though there wouldn’t be enough time for great ice sheets to build up
over Europe and North America. The Last Glacial Maximum saw
global mean temperatures around 6°C cooler than pre-industrial levels
(Schneider von Deimling et al., 2006).

36 Cropper & Harwell (1986); Helfand (2013); Xia et al. (2015).
37 Baum et al. (2015); Denkenberger & Pearce (2016).
38 While Sagan (1983) and Ehrlich et al. (1983), who previously worked

on nuclear winter, did suggest extinction was possible, those in the
field now do not.

Luke Oman (Oman & Shulman, 2012): “The probability I would
estimate for the global human population of zero resulting from the
150 Tg of black carbon scenario in our 2007 paper would be in the
range of one in 10,000 to one in 100,000. I tried to base this estimate
on the closest rapid climate change impact analogue that I know of, the
Toba supervolcanic eruption approximately 70,000 years ago. There is
some suggestion that around the time of Toba there was a population
bottleneck in which the global population was severely reduced.
Climate anomalies could be similar in magnitude and duration. Biggest
population impacts would likely be Northern Hemisphere interior
continental regions with relatively smaller impacts possible over
Southern Hemisphere island nations like New Zealand… I don’t know
offhand anyone that would estimate higher but I am sure there might be
people who would. [I asked two colleagues] who did respond back to
me, saying in general terms ‘very close to 0’ and ‘very low
probability’.’”

Richard Turco (Browne, 1990): “my personal opinion is that the
human race wouldn’t become extinct, but civilization as we know it
certainly would.”

Alan Robock (Conn, Toon & Robock, 2016): “Carl [Sagan] used to
talk about extinction of the human species, but I think that was an
exaggeration. It’s hard to think of a scenario that would produce that. If
you live in the Southern Hemisphere, it’s a nuclear free zone, so there
wouldn’t be any bombs dropped there presumably. If you lived in New
Zealand and there wasn’t that much temperature change because you’re
surrounded by an ocean, there’s lots of fish and dead sheep around,
then you probably would survive. But you wouldn’t have any modern



medicine… you’d be back to caveman days. You wouldn’t have any
civilization, so it’s a horrible thing to contemplate, but we probably
couldn’t make ourselves extinct that way.”

Mark Harwell and Christine Harwell (1986): “It seems possible that
several hundred millions of humans could die from the direct effects of
nuclear war. The indirect effects could result in the loss of one to
several billions of humans. How close the latter projection would come
to loss of all humans is problematical, but the current best estimation is
that this result would not follow from the physical societal
perturbations currently projected to occur after a large-scale nuclear
war.”

39 There would be serious issues with advanced electronic technology as
these locations wouldn’t always have the factories or knowledge to
make replacement parts. But things look a lot better for the thousands
of technologies humans invented prior to the last hundred years. For
example, I can’t see why they would be reduced to a pre-industrial
level, nor why they wouldn’t be able to eventually recover current
technology levels.

40 For example, a recent paper from the US Department of Energy argued
that much less soot would reach the upper atmosphere compared with
the main nuclear winter models (Reisner et al., 2018).

41 In some cases, additional uncertainty can make things better. In
particular, it can increase the amount of regression to the mean (or
regression to one’s prior). So if the estimated outcome seemed unlikely
initially, residual uncertainty provides a reason to fall back toward this
initial guess. But in this case I don’t see any good reasons to assign
substantially greater prior probability to a small amount of cooling
rather than a large amount, or to a small famine rather than a large one.
Moreover, if you count existential catastrophe as much worse than the
deaths alone and think that the median case is very unlikely to cause
this, then uncertainty makes things a lot worse.

42 Adapted from Kristensen & Korda (2019d). Total yield from author’s
calculations, using data from Kristensen & Korda (2018, 2019a–e),
Kristensen & Norris (2018), Kristensen, Norris & Diamond (2018).

43 Presumably the risk of accidental war is also substantially lower than
during the Cold War—as the probability of deliberate war goes down,



the probability of interpreting a false alarm as a deliberate strike should
also go down, at least insofar as there are humans in the loop. This fits
with the track record of so many serious false alarms occurring during
times of extreme tension, such as the Cuban Missile Crisis.

44 Both the 70,000 and 14,000 figures include retired warheads. There are
around 9,000 “active” warheads today (Kristensen & Korda, 2019d).

45 Robock et al. (2007). Modeling by Reisner et al. (2018), mentioned in
note 40, finds a much smaller effect from a similar exchange.

46 The collapse of the Intermediate-Range Nuclear Forces (INF) treaty,
which saw the US and Soviet Union agree to eliminate short-and
medium-range land-based missiles, is particularly concerning.

Russian President Vladimir Putin’s 2018 speech to the Federal
Assembly painted a worrying picture of mistrust between the US and
Russia, and the ongoing efforts to modernize and strengthen Russia’s
nuclear capacity (Putin, 2018).

47 Horowitz (2018).
48 While the greenhouse effect is real, it turned out not to be the reason

garden greenhouses work. Most of the warming in a greenhouse is
actually due to the fact that the glass physically traps the warm daytime
air, preventing it from floating away at night via convection.
Greenhouses made of substances that are transparent to both visible
and infrared light still work, while those with a small hole at the top to
let the warm air out don’t.

49 This is why I don’t consider climate change to be the first
anthropogenic risk. While the mechanism of CO2 production from
burning fossil fuels pre-dates nuclear weapons, emissions have only
recently become high enough to start to pose a threat to humanity.

Between 1751 and 1980 cumulative global carbon emissions from
fossil fuels were around 160 Gt, compared with over 260 Gt from 1981
to 2017 (Ritchie & Roser, 2019).

50 Pre-industrial figure from Lindsey (2018); 2019 figure from NOAA
(2019).

51 Allen et al. (2018), p. 59. This compares the period 1850–1900 with a
30-year period centered on 2017, assuming the recent rate of warming
continues.



52 From 1880 to 2015 (CSIRO, 2015, LSA, 2014). The one standard
deviation confidence interval is 19 cm to 26 cm.

53 From 1750 to 2011 (IPCC, 2014, p. 4).
54 Also known as a positive feedback. Unfortunately this causes some

confusion as positive climate feedbacks are bad and negative feedbacks
are good. I shall thus use the clearer terms “amplifying feedbacks” and
“stabilizing feedbacks” instead.

55 To see how this is possible, suppose that the background sound starts at
a level of 100 W/m2 and that the contribution from the speaker is 10%.
In that case the first amplification adds 10 W/m2 to the sound level
near the microphone. When this additional sound is amplified, it adds 1
W/m2, then this adds 0.1 W/m2, and so forth. Even though sound
continually creates more sound, the total effect would be modest,
summing to 111.11… W/m2. If the speaker’s volume was turned up (or
the microphone brought closer) such that the speaker added 100% (or
more) to what was there already, the sum would diverge (100 + 100 +
100 +…) and the sound would quickly grow louder until it hit the
physical limits of what the microphone can register or what the speaker
can produce.

56 Gordon et al. (2013) find an amplifying effect of 2.2 W/m2/K in their
observation window of 2002 to 2009, and estimate the longterm
feedback strength between 1.9 and 2.8 W/m2/K.

57 The greenhouse effect makes Venus far hotter than Mercury despite
being almost twice as far from the Sun. We will return to the longterm
fate of the Earth in Chapter 8.

58 Goldblatt et al. (2013) find no runaway greenhouse effect with
atmospheric concentrations of 5,000 ppm CO2. Tokarska et al. (2016)
find that the burning of 5,000 Gt C, a low estimate of the total fossil
fuel reserves, results in atmospheric concentrations just under 2,000
ppm CO2, suggesting that even if we burned all the fossil fuels, we
would not trigger a runaway greenhouse effect.

59 Both moist and runaway greenhouse effects can be understood in terms
of the equilibrium on Earth, between incoming solar radiation and
outgoing radiation in heat and reflected light. In our current stable
regime, increases in surface temperature are matched by increases in



the radiation escaping Earth, keeping our climate relatively stable. But
there are limits to the amount of radiation that can escape the
atmosphere, which are determined, in part, by its water vapor content.

In a runaway greenhouse, the Earth’s temperature exceeds one of
these limits, beyond which its surface and atmosphere can warm, but
no more thermal radiation can escape. This results in runaway
warming, with the Earth’s surface warming until it reaches a new
equilibrium, hundreds of degrees warmer, by which point the oceans
have boiled off entirely. A moist greenhouse is a stable intermediate
state, much warmer than our own, and with much more water vapor in
the atmosphere. Over geological timescales, a moist greenhouse will
also result in the complete loss of Earth’s water, due to vapor loss from
the upper atmosphere into space.

60 This required a very large amount of greenhouse gas to trigger: about
1,550 ppm of carbon dioxide. This is higher than the amount of carbon
dioxide in the atmosphere by 2100 in the IPCC’s most pessimistic
scenario (Collins et al., 2013, p. 1096). When the simplifications are
accounted for, it may require much more than this, or be completely
impossible without additional solar radiation (Popp, Schmidt &
Marotzke, 2016). The model did not produce a useful estimate of the
time frame for this warming (due to its simplifications), but the author
suggests it would probably take many thousands of years, which might
provide time for mitigation (Popp, personal communication).

61 The planet was modeled as entirely ocean, this ocean was only 50
meters deep, and there were no seasons. The paper’s authors are well
aware that these simplifications mean these results may not apply to
the actual Earth, and do not claim otherwise.

62 McInerney & Wing (2011).
63 The permafrost region occupies 23 million square kilometers—24% of

the land area of the Northern Hemisphere—but the extent of actual
permafrost is estimated to cover 12 to 17 million square kilometers
(Zhang et al., 2000).

64 There is an estimated 1,672 Gt C in Arctic permafrost (Tarnocai et al.,
2009). Emissions from 1750 to 2017 are estimated at 660 ± 95 Gt C
(Le Quéré et al., 2018).

65 The IPCC says: “Overall, there is high confidence that reductions in



permafrost extent due to warming will cause thawing of some currently
frozen carbon. However, there is low confidence on the magnitude of
carbon losses through CO2 and CH4 emissions to the atmosphere”
(Ciais et al., 2013, p. 526).

66 The estimate is 0.29 ± 0.21°C (Schaefer et al., 2014).
67 1,500 to 7,000 Gt C (Ciais et al., 2013, p. 473).
68 The IPCC says it is “very unlikely that methane from clathrates will

undergo catastrophic release (high confidence)” (Collins et al., 2013, p.
1,115). This sounds reassuring, but in the official language of the
IPCC, “very unlikely” translates into a 1% to 10% chance, which then
sounds extremely alarming. I don’t know what to make of this as the
context suggests it was meant to reassure.

69 These are cumulative emissions from 2012–2100 on the RCP 6.0 and
RCP 8.5 pathways, consistent with “baseline scenarios” without
additional efforts to constrain emissions. Emissions compatible with
the Paris Agreement, which commits countries to keep warming below
2°C, are much lower. The IPCC (2014, p. 27) estimates that 2018–2100
emissions must be kept below ∼340 Gt C for a 66% chance of keeping
warming below 2°C.

70 Assuming that the emission rate continues to grow at 3% per year
(Pierrehumbert, 2013).

71 The more recent estimates are toward the upper end of this range. This
includes fuel which it is not currently economical to recover, as well as
undiscovered fuel. Of course it is possible that even more than this
could be found, extracted and burned. Over time, more and more types
of fossil fuel deposit have become economically viable (witness the
rise of fracking). While new types of deposit may become cheaper by
historical standards, solar power is also becoming cheaper at a very fast
rate and is already competitive on price with fossil fuels in some
places. I therefore doubt that new types of deposit will become
economically viable, when solar energy is considered as an alternative.
Global reserves—known, economically viable deposits—contain
∼1,000–2,000 Gt C (Bruckner et al., 2014, p. 525).

72 Tokarska et al. (2016), p. 852. The few existing studies of the
consequences of burning all the fossil fuels use the lower bound



estimate of 5,000 Gt C. Research into even more extreme scenarios,
where we burned 10,000 Gt C or more, would be valuable.

73 It is very difficult to estimate the probability that emissions will exceed
a given amount of carbon. The IPCC doesn’t attempt to do so at all. It
prefers to treat the pathways as a menu of policy options: things you
choose from, not things that happen to you. There is value in this
approach, but it would also be very useful to have some idea of the
likelihood of different pathways—especially as there is no top-level
agent who can actually make a choice from this menu.

74 Bar-On, Phillips & Milo (2018). This is overwhelmingly in plants and
bacteria, which together contain 96% of biomass carbon.

An estimated further 1,200 Gt C is in dead biomass, usually called
necromass (Kondratyev, Krapivin & Varotsos, 2003, p. 88). This is
organic matter in soils and can also be emitted, primarily through
deforestation and forest fires. Peat (carbon-dense soil used as fuel) is
an example of necromass.

75 From a combination of agriculture and industry. It is important to note
that not all of this has stayed in the atmosphere.

76 There are actually several measures of climate sensitivity; this one is
called the Equilibrium Climate Sensitivity. It is technically a measure
of warming resulting from a given amount of “radiative forcing,”
which includes the effects of greenhouse gases as well as other changes
to the Earth that move the balance between how much energy is
received in sunlight and how much is radiated back out. The official
unit for radiative forcing is watts per square meter, but it is commonly
understood in terms of the degrees of warming produced by a doubling
of atmospheric carbon dioxide.

77 Beade et al. (2001), p. 93.
78 In the language of IPCC, “likely” means that there is at least a two-

thirds chance the true sensitivity lies in this range (IPCC, 2014, p. 16).
For uncertainty about cloud feedbacks see Stevens & Bony (2013).

79 Ciais et al. (2013), p. 526.
80 Emissions from 1750 to 2017 are estimated at 660 ± 95 Gt C. Of this,
∼430 Gt C is from fossil fuel and industry, and ∼235 Gt C is from
land-use change (Le Quéré et al., 2018).

81 Their term “likely” officially means 66% to 100% chance, though one



would expect them to have used “very likely” if they thought it was
greater than 90%. In keeping with the roughness of the confidence
level for this interval, the IPCC makes it clear that these probabilities
are not based on statistical measures of the scientific uncertainty, but
represent expert judgment (Cubasch et al., 2013, pp. 138–42). When
looking in more detail, we can see that the literature contains some
climate models with very broad probability distributions over the
climate sensitivity, allowing non-trivial chance of a sensitivity greater
than 6°C or even 10°C. However, the fat right-hand tail of these
distributions is very dependent on the choice of prior (Annan &
Hargreaves, 2011). This means that the data doesn’t rule out high
sensitivities, but doesn’t support them either. It is thus hard to say
anything precise about the chance that climate sensitivity exceeds
4.5°C, or about it exceeding higher thresholds such as 6°C.

See Weitzman (2009) for one attempt at accounting for some of this
uncertainty, and its implications for policy-making. He estimates a 5%
chance of “generalized climate sensitivity” (accounting for a wider
range of feedback mechanisms) exceeding 10°C warming within two
centuries, and a 1% chance of it exceeding 20°C, with one doubling of
emissions.

82 On top of this, the usefulness of this logarithmic relationship itself has
also been questioned. Some scientists have found that when climate
feedbacks and the changing properties of carbon sinks are taken into
account, their models produce a nearly linear relationship between
cumulative emissions (in Gt C) and warming. This gives similar
predictions for medium emissions scenarios, but suggests much more
warming if the emissions are high. For example, Tokarska et al., 2006,
p. 853.

83 In July 1979—the very month I was born (Charney et al., 1979).
84 Rogelj et al. (2016).
85 Tai, Martin & Heald (2014) find that under the IPCC’s most

pessimistic scenario, global food production would decrease by 16%
by 2050 relative to 2000. But this takes into account neither adaptation
nor the impact of carbon dioxide on crop yields, both of which are
expected to have significant, albeit uncertain, offsetting effects. A
recent meta-analysis found that crop-level adaptations alone could



increase yields by 7–15% (Challinor et al., 2014).
Such a reduction in food supply would have disastrous consequences

for millions of people, but would pose little risk to civilization.
86 IPCC (2014), pp. 14–15.
87 We don’t see such biodiversity loss in the 12°C warmer climate of the

early Eocene, nor the rapid global change of the PETM, nor in rapid
regional changes of climate. Willis et al. (2010) state: “We argue that
although the underlying mechanisms responsible for these past changes
in climate were very different (i.e. natural processes rather than
anthropogenic), the rates and magnitude of climate change are similar
to those predicted for the future and therefore potentially relevant to
understanding future biotic response. What emerges from these past
records is evidence for rapid community turnover, migrations,
development of novel ecosystems and thresholds from one stable
ecosystem state to another, but there is very little evidence for broad-
scale extinctions due to a warming world.”

There are similar conclusions in Botkin et al. (2007), Dawson et al.
(2011), Hof et al. (2011) and Willis & MacDonald (2011).

The best evidence of warming causing extinction may be from the
end-Permian mass extinction, which may have been associated with
large-scale warming (see note 91 to this chapter).

88 The measure is known as the “wet-bulb temperature” and may become
lethal at around 95°F (Sherwood & Huber, 2010).

89 Author’s calculation based on the information in Sherwood & Huber
(2010).

90 Indeed the extinction effects of the PETM seem surprisingly mild. For
example, McInerney & Wing (2011) state: “[in the PETM] Terrestrial
and marine organisms experienced large shifts in geographic ranges,
rapid evolution, and changes in trophic ecology, but few groups
suffered major extinctions with the exception of benthic foraminifera [a
type of micro-organism].”

91 A recent paper suggests that ocean temperatures may have risen by as
much as 8°C during the end-Permian extinction, possibly driven by a
huge injection of atmospheric CO2 (Cui & Kump, 2015). The precise
levels of warming and CO2 concentration remain uncertain, due to



relatively sparse geological evidence over this period. While this is just
one of many putative causes for the end-Permian extinction, these
uncertainties, and our inability to rule out that the biggest mass
extinction was caused by rapid warming, are ultimately bad news.

92 Using geoengineering as a last resort could lower overall existential
risk even if the technique is more risky than climate change itself. This
is because we could adopt the strategy of only deploying it in the
unlikely case where climate change is much worse than currently
expected, giving us a second roll of the dice.

Here is a simplified numerical example. Suppose climate change has
a 0.1% chance of being extremely severe, in which case it has a 50%
chance of directly causing our extinction, for an overall extinction risk
of 0.05%. And suppose that geoengineering fixes the climate, but
produces its own 1% risk of extinction. Starting geoengineering now
would be a bad idea, since its 1% risk is higher than the overall 0.05%
risk. But if we only commence geoengineering if climate change turns
out to be extremely severe, then geoengineering will reduce the overall
risk: for we only face its 1% risk of extinction in cases where we were
otherwise facing a 50% chance. This conditional geoengineering
strategy would thus lower overall extinction risk from 0.05% to
0.001%. This can happen in more realistic models too. The key is
waiting for a situation when the risk of using geoengineering is
appreciably lower than the risk of not using it. A similar strategy may
be applicable for other kinds of existential risk too.

93 Ehrlich (1969).
94 From a speech in 1969, quoted in Mann (2018).
95 16.6 million people in the 1960s, 3.4 million in the 1970s, and an

average of ∼1.5 million per decade since then (Hasell & Roser, 2019).
Note that these are only the deaths from identifiable famines and are
not complete accounts of all deaths related to food scarcity.

96 These improvements in productivity came with significant
environmental costs.

97 He is often credited with saving roughly a billion lives. There are many
challenges with making such an estimate, including the fact that it is
very hard to estimate how many lives the green revolution actually
saved, that many other people were essential to the green revolution,



and that if he hadn’t produced these varieties someone else may well
have done so. Perhaps the best way to think of it is simply that he
played a central role in one of the greatest humanitarian success stories
of the twentieth century. But I think there is something to the attempts
to quantify the impact, even if the result is only very rough, as it helps
us better understand the scale of what an individual can achieve for the
world. In the case of Borlaug, my rough guess is that the real number is
in the tens to hundreds of millions—still a fantastic achievement, and
possibly more than anyone else in human history. A great resource on
individuals whose work saved millions of lives is Scientists Greater
than Einstein (Woodward, Shurkin & Gordon, 2009) and its website
www.scienceheroes.com, which estimates that Borlaug saved about
260 million lives.

98 UN DESA (2019). Much of the remaining growth is thus from
demographic inertia (the disproportionate fraction of people of child-
bearing age due to higher past fertility) rather than because people are
having many children.

99 Adapted from Roser, Ritchie & Ortiz-Ospina (2019).
100 Wise (2013); Gietel-Basten (2016); Bricker & Ibitson (2019).
101 It is not clear that further increases in power and prosperity will

continue to mean more (adverse) impact on the environment. For one
thing, humans value a flourishing environment so they use some of
their new-found wealth and power to heal it and to switch their
consumption to more expensive but less harmful products. This has led
to a theory of the environmental Kuznets curve, which posits that
adverse environmental impacts increase with per capita income during
industrialization, but eventually start to fall back down as societies
become richer still. There is some evidence to support this, but it is
mixed. The theory probably applies to some types of environmental
damage but not others, and offers no guarantees when the turning point
will come. There is also the issue that the poorer countries are still near
the start of their curves, so things might get worse before getting better,
regardless. See Stern (2004).

It is often suggested that economic growth will have to stop (or
consumption plateau) if we are to avoid destruction of our finite planet.
But this is not as obvious as it first seems. The way economists define



consumption and growth includes goods and services such as
education, software, art, research and medicine, where additional value
can be created without concomitant environmental costs. We could also
have growth in green technologies that displace damaging
consumption. While environmentally costly consumption would need
to plateau, there is nothing in theory preventing us from focusing on
growth in these other areas, creating a world with beauty, knowledge
and health that far surpass what we have today, while reducing our
environmental impact. This seems to me to be a superior goal to that of
limiting all growth.

102 Fossil fuels (Roberts, 2004); phosphorous (Cordell, Drangert & White,
2009); topsoil (Arsenault, 2014); fresh water (Gleick & Palaniappan,
2010); metals (Desjardins, 2014).

103 Accessible fresh water is estimated as ∼2% of the world’s groundwater
(Boberg, 2005).

104 As these will then be in people’s narrow self-interest. There was a
famous bet between the business professor Julian Simon and Paul
Ehrlich about this, operationalized in terms of whether a representative
basket of raw materials would increase in price (representing scarcity)
or decrease (representing abundance) over time. Simon won the bet,
though this was quite dependent on the exact choices of resource and
time period, so little should be read into it.

105 Kolbert (2014); Ceballos et al. (2015).
106 Neither set of data is representative of all species: the fossil record is

biased toward species that fossilize easily, while the modern statistics
are biased toward species of interest and species that we already have
reason to think might be under threat. There are also special statistical
issues to do with the fact that the modern record samples extinction
rates over very short time periods, where we should expect much more
natural variability than over the million-year periods of the fossil
record (Barnosky et al., 2011, pp. 51–2).

107 Ceballos et al. (2015).
108 Barnosky et al. (2011), p. 54. If all currently threatened species went

extinct, the fraction would rise to about 30%. But it is unclear how to
interpret this. It shows how we might be able to get roughly halfway to
the mass extinction level, but it is not at all clear that such species will



go extinct or that extinction would climb the rest of the way to 75%.
109 While one can never know for certain everything someone said or did

not say, there is no reason to believe he ever made any pronouncements
on bees. See O’Toole (2013).

110 Aizen et al. (2009).

5 FUTURE RISKS

1 Churchill (1946).
2 Rutherford’s comments were made on September 11, 1933

(Kaempffert, 1933). His prediction was in fact partly self-defeating, as
its confident pessimism grated on Szilard, inspiring him to search for a
way to achieve what was said to be impossible (Szilard & Feld, 1972,
p. 529). There is some debate over the exact timing of Szilard’s
discovery and exactly how much of the puzzle he had solved
(Wellerstein, 2014). Rutherford remained skeptical of atomic power
until his death in 1937. There is a fascinating possibility that he was
not wrong, but deliberately obscuring what he saw as a potential
weapon of mass destruction (Jenkin, 2011). But the point would still
stand that the confident public assertions of the leading authorities
were not to be trusted.

This conversation with Fermi was in 1939, just after nuclear fission
in uranium had been discovered. Fermi was asked to clarify the
“remote possibility” and ventured “ten percent.” Isidor Rabi, who was
also present, replied, “Ten percent is not a remote possibility if it
means that we may die of it. If I have pneumonia and the doctor tells
me that there is a remote possibility that I might die, and it’s ten
percent, I get excited about it” (Rhodes, 1986, p. 280).

Wilbur Wright explained to the Aéro-club de France in 1908:
“Scarcely ten years ago, all hope of flying had almost been abandoned;
even the most convinced had become doubtful, and I confess that in
1901 I said to my brother Orville that men would not fly for 50 years.
Two years later, we ourselves were making flight” (Holmes, 2008, p.
91).

3 It is a shame that scientists ruined their reputation for this. One can
imagine a world in which scientists (at least at the very top) were more



circumspect and only baldly asserted that something was impossible
when it really was. When it would merely require a change of
paradigm for the thing to be true—or when it would be the biggest
surprise of the decade—they could simply say that. Having such a
reputation for well-calibrated forecasts would have been a real asset for
the scientific community, as well as being valuable for policymakers
and the community at large.

But no matter how high a bar you draw for scientific eminence or
credentials particularly related to the very claim in question, there are
people who made claims of certainty or ridicule, yet turned out quite
wrong.

4 The qualifier “on humans” is necessary. The track record of
technological progress and the environment is at best mixed, with
many technologies inflicting severe harms. Sometimes cleaner
technologies have been able to displace the harmful ones, and I believe
this trend will continue, making continued technological progress
ultimately positive for the environment. But the evidence for this is
mixed and time may prove me wrong. See Stern (2004) for a
discussion of this.

5 As the Swedish mathematician, Olle Häggström, puts it in his excellent
treatise on future technology (Häggström, 2016): “the currently
dominant attitude towards scientific and technological advances is
tantamount to running blindfold and at full speed into a minefield.”
While we don’t know exactly how many mines are in the field, or
whether we might survive treading on one, running through without
looking is not the optimal policy. One disanalogy is that while there are
few upsides to running into a minefield, technological and scientific
progress holds enormous potential benefits. Perhaps I would alter the
image to humanity running blindfolded through a minefield, in order to
reach a safer and more desirable location.

6 Christakos et al. (2005), p. 107.
7 Christakos et al. (2005), pp. 108–9. While there are several diseases

that could fit with the symptoms, there is substantial evidence that it
was the bacterium Yersinia pestis, carried in the fleas of black rats.
Most damningly, its DNA has been recovered from the bones of those
who died in the Black Death (Haensch et al., 2010).



8 The mortality rate of the plague varied with the region and
demographics. This makes it extremely difficult to extrapolate out the
death toll from the limited historical data. Considering death tolls in
England, Ziegler gives a credible range of 23–45%, and suggests that
one-third is a reasonable estimate, which can be extended to Europe as
a whole (Ziegler, 1969). More recently, Benedictow (2004) gave an
estimate of 60%—much higher than traditional estimates and meeting
with skepticism from many of his colleagues. My guess is that such a
high toll is unlikely, but cannot yet be ruled out. From an estimated
historical population for Europe at the time of 88 million, Ziegler’s 23–
45% range corresponds to 20–40 million and Benedictow’s 60%
corresponds to 53 million European deaths.

One often sees much higher death tolls for the Black Death in
popular articles, including a startling figure of 200 million—far in
excess of the 80 million people living in Europe at the time. Luke
Muehlhauser (2017) heroically tracked down the source of this statistic
to a popular 1988 article in National Geographic (Duplaix, 1988),
which was clearly not referring to the Black Death in particular, but
was an attempt at a total figure for pandemics of the plague during the
Middle Ages.

It wasn’t until the sixteenth century that the European population
recovered to where it was before the Black Death (Livi-Bacci, 2017, p.
25).

9 This estimate is based largely on Muehlhauser (2017). My lower bound
assumes 25% mortality in Europe, on a starting population of 88
million; 25% mortality in the Middle East, on a starting population of
5.4 million in Egypt and Syria, and 2 million elsewhere in the region;
and no mortality in Asia, for a total of 24 million deaths. My upper
bound assumes 50% mortality in Europe, on a starting population of 88
million; 25% mortality in the Middle East on a higher starting
population of 9 million in Egypt and Syria, and 6 million elsewhere in
the region; and 15 million deaths in China, for a total of 63 million
deaths. World population in 1340 is taken as 442 million in both cases
(Livi-Bacci, 2017, p. 25), giving global mortality estimates of 5.4%
and 14.2%.

This is considerably more than some of the worst catastrophes in



recent history, in terms of proportional death tolls: First World War
(0.8%); Second World War (2.9%); 1918 influenza (3–6%). See
Muehlhauser (2017) for an extensive discussion.

10 Early suggestions of extinction-level pandemics appear in Mary
Shelley’s novel The Last Man (1826) and H. G. Wells’ (non-fiction)
essay “The Extinction of Man” (1894). As Wells put it: “for all we
know even now we may be quite unwittingly evolving some new and
more terrible plague—a plague that will not take ten or twenty or thirty
per cent, as plagues have done in the past, but the entire hundred.”

Joshua Lederberg’s article “Biological Warfare and the Extinction of
Man” (1969) is the first I know of to seriously discuss the possibility of
human extinction from engineered pathogens.

11 The Plague of Justinian may have altered the course of history by
sending the Byzantine Empire into decline and allowing the ascent of
Islam in the region.

In the absence of estimates for global death toll in the scholarship,
Muehlhauser (2017) consulted an expert who suggested applying the
20% mortality rate in Constantinople (Stathakopoulos, 2004) to the
population of the empire of 28 million (Stathakopoulos, 2008), for a
total death toll of roughly 5.6 million. World population in 451 CE is
estimated at 210 million (Roser, Ritchie & Ortiz-Ospina, 2019).

As with the Black Death, the Plague of Justinian reappeared several
times over the following centuries. It took an even greater human toll
over such a time frame, but these aggregate numbers don’t really
represent a single catastrophe and cannot be used to determine the
fraction of the world’s people who were killed.

12 See Nunn & Qian (2010) for a summary of estimates. Snow &
Lanphear (1988) give estimates of mortality for various tribes in the
north-eastern US ranging from 67 to 95%.

The island of Hispaniola provides a striking example of the
difficulties in determining death toll. While estimates of the local
population in the decades after colonisation are bounded in the tens of
thousands, estimates of the 1492 population range from 60,000 to 8
million (Cook, 1998).

13 For this upper bound, I use the estimate of 60.5 million for the pre-
Columbian population of the Americas from Koch et al. (2019), who



propose 90% mortality over the next century. I take an estimate of rest-
of-world population as 419 million, from Livi-Bacci (2017). Together
this gives 54.5 million deaths on a world population of 479.5 million,
or 11%, which I round to 10%.

This isn’t strictly comparable with the other global mortality
estimates in this section as it is a population reduction, not a count of
deaths. It may undercount the total deaths (since new people were
being born) or it may overcount them if it is partly a result of lowered
birth rate rather than increased death rate. There is also a large
mismatch in timespans. The Columbian exchange figures are estimated
over a 100-year period, which is vastly longer than that of the Black
Death, Plague of Justinian or 1918 flu.

Even with new immigrants arriving from the rest of the world, it
took about three and a half centuries for the population of the Americas
to recover to its pre-Columbian levels (1492–1840) (Roser, Ritchie &
Ortiz-Ospina, 2019).

14 Such global reach was made possible by the recent increases in travel
speed of motorized transport, as well as the increased use of such
transport for trade and troop movements. Estimates of the death toll are
from Taubenberger & Morens (2006).

15 In addition to this historical evidence, there are some deeper biological
observations and theories suggesting that pathogens are unlikely to
lead to the extinction of their hosts. These include the empirical anti-
correlation between infectiousness and lethality, the extreme rarity of
diseases that kill more than 75% of those infected, the observed
tendency of pandemics to become less virulent as they progress and the
theory of optimal virulence. However, there is no watertight case
against pathogens leading to the extinction of their hosts.

16 This is, of course, a near impossible claim to assess. The outbreak is
estimated to have killed over 100,000 troops in the final stages of the
war, so may have had some influence on the outcome (Wever & van
Bergen, 2014). One could also point to the far-reaching impacts of
single cases: US President Woodrow Wilson fought an infection in the
months leading up to the 1919 Peace Conference, which may have
played a role in his failure to secure his vision for peace (Honigsbaum,
2018).



17 At the time of writing, the world population is estimated to be 7.7
billion (UN DESA, 2019).

Estimates of world population immediately before the Agricultural
Revolution are generally in the order of several million. Weeks (2015)
gives a figure of 4 million. Coale (1974) and Durand (1977) put it at 5–
10 million. Livi-Bacci (2017, p. 26) suggests population before 35,000
BCE was no more than several hundred thousand, growing very slowly
to several million around the dawn of agriculture.

Altogether, for most of human history, our population was 1,000–
10,000 times smaller than it is today.

18 HIV (Keele, 2006); Ebola (Leroy et al., 2005); SARS (Cyranoski,
2017); influenza (Ma, Kahn & Richt, 2008). H5N1 flu, the high-
mortality strain known as “bird flu,” originated in commercial poultry
populations in Asia (Sims et al., 2005).

19 Jones et al. (2008). However, it is hard to be sure, as there are rival
explanations for the observed increases, such as our increasing ability
to detect and classify pathogens.

20 This may initially seem a profound change, but it probably doesn’t
weigh too heavily. Much of the history of our species (and related
species) did not have the benefit of isolated populations anyway, yet
these unified populations still had very low extinction rates.

21 Though of course a few scattered populations surviving the initial
devastation would not guarantee humanity ultimately survives. We
would still need a minimal viable population to repopulate our species
and to successfully restore civilization. We would also be exceptionally
vulnerable to other risks during our reduced state.

22 CRISPR-Cas9 is a tool enabling researchers to edit genomes by
removing, adding and changing portions of the DNA sequence. It was
a significant breakthrough, allowing for much easier, cheaper and more
accurate gene editing than was previously available.

A gene drive is a technique for propagating particular genes within a
population, by increasing the probability that a given trait is inherited
to over 50%. This is an incredibly powerful tool, allowing researchers
to pursue genetic modification on a population level.

23 Cost per genome was $9 million in early 2007 (Wetterstrand, 2019). At
the time of writing, Dante Labs offers whole genome sequencing for



€599 (∼$670) (Dante Labs, 2019).
One study finds publications in synthetic biology increasing by

660% when comparing 2012–2017 to 2000–2006 (Shapira & Kwon,
2018). VC funding for biotechnology increased from ∼$3 billion in
2012 to ∼$7 billion in 2016 (Lightbown, 2017).

24 Herfst et al. (2012).
25 Taubenberger & Morens (2006) estimate the mortality rate for the 1918

flu at upward of 2.5%.
26 The experiment by Yoshihiro Kawaoka also involved producing a

mammal-to-mammal transmissible strain of H5N1 using ferrets,
though Kawaoka’s experiment started with a hybrid of H5N1 and
H1N1 viruses. He was initially asked to remove some details by the US
National Science Advisory Board for Biosecurity, but his full paper
ended up published in Nature (Imai et al., 2012; Butler & Ledford,
2012).

27 This lack of transparency seems to be driven by fear of embarrassment,
which would clearly not be a sufficient reason for stifling this critical
information. Stakeholders require these rates to assess whether labs are
living up to their claimed standards and how much risk they are posing
to the public. Getting BSL-3 and BSL-4 labs to provide this
information (whether by appealing to their conscience or through
regulation) would seem to be a clear win for biosecurity.

28 One BSL-4 lab, the Galveston National Laboratory, must be
commended for already voluntarily reporting its incidents (GNL,
2019). Others need to follow this lead: either voluntarily, through self-
regulation or through government regulation.

A promising avenue is to follow the Federal Aviation
Administration’s approach where after each plane crash it looks for
lessons from what went wrong and ways that practices could be
improved.

29 And there are many other worrying examples too. For instance in 2014,
GlaxoSmithKline accidentally released 45 liters of concentrated polio
virus into a river in Belgium (ECDC, 2014). In 2004, SARS escaped
from the National Institute of Virology in Beijing. They didn’t realize
some of the workers had been infected until a worker’s mother came
down with it too. And in 2005 at the University of Medicine and



Dentistry in New Jersey, three mice infected with bubonic plague went
missing from the lab and were never found (US Department of
Homeland Security, 2008).

30 Details from Anderson (2008) and Spratt (2007). The maximum fine
for such a breach was £5,000, and it is not clear whether it was even
levied. Foot-and-mouth virus is a SAPO Category 4 pathogen,
equivalent to BSL-4 but for animal pathogens.

31 The research of both Fouchier and Kawaoka was conducted in
enhanced BSL-3 labs. This is the standard level for non-human-
transmissible H5N1 (Chosewood & Wilson, 2009). But because the
entire point of the experiment was to make it transmissible for a model
animal that stands in for human, some of the experts believe that BSL-
4 should have been required (Imperiale & Hanna, 2012). Others
disagree, saying that enhanced BSL-3 is still appropriate (García-
Sastre, 2012).

32 Trevisanato (2007).
33 While Gabriel de Mussis gave a contemporary account of this taking

place during the siege of Caffa, it is probably not a first-hand account
and could easily have been an embellishment (Kelly, 2006). Even if
true, there may well have been other ways for the Black Death to reach
Europe (Wheelis, 2002).

34 Shoham & Wolfson (2004); Zelicoff & Bellomo (2005).
35 Janet Parker, a medical photographer working at the hospital, may have

been the last ever death from smallpox. Depressingly, just twelve years
earlier, there had been an outbreak from the same building, which saw
73 people infected with a milder strain of the virus. The source was a
medical photographer working in the same studio in which Janet
Parker was subsequently infected (Shooter et al., 1980).

36 Hilts (1994); Alibek (2008). The cause was remarkably mundane,
according to Alibek’s account of the incident. A technician had
removed a clogged air filter for cleaning. He left a note, but it didn’t
get entered in the main logbook. So they turned the anthrax drying
machines on at the start of the next shift and blew anthrax out over the
city for several hours before someone noticed.

In a report on the accident, US microbiologist Raymond Zilinskas
(1983) remarked: “No nation would be so stupid as to locate a



biological warfare facility within an approachable distance from a
major population center.”

Note that while extremely lethal, anthrax does not spread from
human to human, so there was no pandemic risk. Instead, the example
is important as an example of catastrophic safety failure with known
lethal agents.

37 Mutze, Cooke & Alexander (1998); Fenner & Fantini (1999).
38 Sosin (2015). There were no known infections.
39 The entire episode is extremely well documented, giving an idea of the

level of acceptance and motivation behind the attack. Colonel Bouquet,
who was to take charge of the fort, responded to Amherst’s letter: “I
will try to inocculate [sic] the Indians by means of Blankets that may
fall in their hands, taking care however not to get the disease myself.”
Amherst wrote back, “You will Do well to try to Innoculate [sic] the
Indians by means of Blankets, as well as to try Every other method that
can serve to Extirpate this Execrable Race.”

Even before Amherst’s first request, Captain William Trent had
documented “[We] gave them two Blankets and an Handkerchief out of
the Small Pox Hospital. I hope it will have the desired effect.” Military
records confirm that these were “taken from people in the Hospital to
Convey the Smallpox to the Indians.” The fort commander reimbursed
them for the “sundries got to replace in kind those which were taken
from people in the hospital to convey smallpox to the Indians”
(D’Errico, 2001).

40 The confirmed cases are Canada (1940–58), Egypt (1960s–?), France
(1915–66?), Germany (1915–18), Iraq (1974–91), Israel (1948–?), Italy
(1934–40), Japan (1934–45), Poland (?), Rhodesia (1977), South
Africa (1981–93), Soviet Union (1928–91), Syria (1970s?–?), United
Kingdom (1940–57), United States (1941–71) (Carus, 2017).

41 Leitenberg (2001), Cook & Woolf (2002). A great many details about
the program were published by the defector Ken Alibek in his book
Biohazard (2008). However, it is not clear how reliable his account is,
so I have only included details that have been independently
substantiated.

42 The CDC (Centers for Disease Control and Prevention) notes 29 deaths
and 31 injuries from criminal biological attacks between 1960 and



1999 (Tucker, 1999). During the Second World War 200,000 Chinese
civilians are estimated to have been killed through a combination of
biological and chemical attacks, perpetrated by the Japanese army.
Some of these attacks were primitive, such as the release of thousands
of plague-ridden rats, and it remains unclear how many of these deaths
are attributable to what we would now consider biological weapons
(Harris, 2002). It has also been suggested that the Rhodesian
government used biological warfare against its own population in the
late 1970s (Wilson et al., 2016).

43 While this must surely be a strike against bioweapons posing a large
existential risk, it is unclear how strong the evidence really is.
Pandemic deaths are dominated by extremely rare outlier events, which
occur less than once a century. So a century of bioweapon development
without major catastrophe provides little statistical evidence. To really
get all we can out of the raw data, one would want to model the
underlying distributions and see whether the biowarfare and bioterror
distributions have heavier tails than that of natural pandemics.

44 Technical mastery of the techniques required is not something that can
be learned from academic materials alone. Even experienced scientists
can find it very difficult to learn new techniques without in-person
training. Successfully operating such a large project in complete
secrecy is fraught with difficulties, and is perhaps the greatest
operational barrier. See Danzig et al. (2011) for a discussion of this in
relation to the case of Aum Shinrikyo.

45 Acemoglu (2013); RAND (n.d.).
46 In a power law, the probability of an event of size x is proportional to

xα, where α is a parameter lower than –1. The closer α is to –1, the
more slowly the probability of extreme events drops off, and the more
extreme the statistical behavior.

The power laws I mentioned as having especially heavy tails are
those with α between –2 and –1. These distributions are so extreme that
they don’t even have well-defined means: the probability of larger and
larger events drops off so slowly that the sum corresponding to their
expected size fails to converge. The value of α for war is estimated to
be –1.4 (Cederman, 2003) and –1.8 for terrorism with biological or
chemical agents (Clauset & Young, 2005).



There is much debate about whether the distributions of various
disasters are really power laws. For example, log-normal distributions
have right-hand tails that approximate a power law, so could be
mistaken for them, but have a lower probability of small events than in
a true power law. For our purpose, we don’t really need to distinguish
between different heavy-tailed distributions. We are really just
interested in whether the right-hand tail (the distribution of large
events) behaves as a power law (∼xα), what its exponent is, and over
what domain the power law relationship actually holds.

Any actual distribution will only be well fitted by a power law up to
some level. Beyond some point other limits (such as the total
population who could be affected) will kick in and the real probability
will usually be less than that given by the power law. This makes the
use of power laws to model the chances of events outside the observed
domain quite speculative (though this is less problematic if using it as
an upper bound to the true probability). This also implies that the
actual distributions probably do have means, though these could easily
be higher than the mean of the historical record, or higher even than the
highest observed event so far.

47 The cost to create the first human genome sequence is estimated at
$0.5–1 billion (∼$0.7–1.4 billion when adjusted for inflation)
(NHGRI, 2018). At the time of writing, Dante Labs offers whole
genome sequencing for €599 (see note 23 to this chapter).

48 Carlson (2016).
49 The first gene drives were performed in 2015 (DiCarlo et al., 2015),

and one team planned on using these techniques in the 2016
competition (iGEM Minnesota Team, 2016). The landmark paper on
gene editing using CRISP-Cas9 was published in August 2012 (Jinek
et al., 2012), and several teams used this method in the 2013
competition (iGEM, 2013).

50 Danzig et al. (2011). Eight people were killed, and 200 injured, in the
group’s first sarin attack in 1994, which targeted judges involved in
cases against the group. Soon after, they murdered a suspected police
informant using VX nerve agent. The following year, they killed 13
people and injured 6,000 in their Tokyo subway attack.

51 In a letter to Einstein regarding the contents of their Manifesto (dated



February 11, 1955) Russell wrote: “although the H-bomb at the
moment occupies the centre of attention, it does not exhaust the
destructive possibilities of science, and it is probable that the dangers
of bacteriological warfare may before long become just as great”
(Russell, 2012).

52 From Lederberg’s article “Biological Warfare and the Extinction of
Man” (1969).

53 For example, Pinker writes “Bioterrorism may be another phantom
menace. Biological weapons, renounced in a 1972 international
convention by virtually every nation, have played no role in modern
warfare. The ban was driven by a widespread revulsion at the very
idea, but the world’s militaries needed little convincing, because tiny
living things make lousy weapons” (Pinker, 2018, p. 306).

54 See note 54 to Chapter 2.
55 Tucker (2001). The Nuclear Non-Proliferation Treaty verifies the

compliance through the International Atomic Energy Agency, which
has 2,500 staff. The Chemical Weapons Convention verifies
compliance through the Organisation for the Prohibition of Chemical
Weapons, which has 500 staff.

56 The Soviet Union signed the BWC in 1972 and ratified it in 1975
(Davenport, 2018). Their bioweapons program ran from 1928 to at
least 1991 (Carus, 2017).

57 South Africa signed the BWC in 1972 and ratified it in 1975
(Davenport, 2018). Their bioweapons program ran from 1981 to 1993
(Gould & Folb, 2002).

58 Iraq signed the BWC in 1972 and ratified it in 1991 (Davenport, 2018).
Their bioweapons program ran from circa 1974 to 1991 (Carus, 2017).

59 In 2018, US National Security Advisor John Bolton said “There are…
states that are parties to the Biological Weapons Convention that we
think are violating it” (Bolton & Azar, 2018).

60 Israel is known to have had a bioweapons program in the past (Carus,
2017), and is one of just ten states that have neither signed nor ratified
(182 states have signed, including all other developed nations)
(Davenport, 2018).

61 Note that there are other hurdles remaining. It is not easy to create a
functioning virus from its DNA alone (though it has been achieved by



a small team). And it is currently difficult to replace the DNA in a
bacterium. In addition, there are limits to how long a sequence can be
synthesized, with the DNA of many organisms being currently out of
reach.

62 DiEuliis, Carter & Gronvall (2017); IGSC (2018).
63 A common objection to mandatory screening is that it would allow

rivals access to the intellectual property of the DNA sequences being
ordered. But there look to be cryptographic solutions to this problem
(Esvelt, 2018).

There is a strong track record of such locks being broken when they
are used in consumer products, but they may still be able to provide
some useful security by requiring the malicious actors to include a
computer expert as well as a bio expert. They may also help to “keep
honest people honest,” by removing the temptation for academic
researchers to perform experiments on controlled pathogens.

64 The term was coined by Bostrom (2011b). They are also informally
known as “infohazards.”

65 See Bostrom, Douglas & Sandberg (2016) for an introduction to the
idea, including a formal analysis and some solutions. Lewis (2018)
applies the idea to biotechnology information hazards.

66 This situation is exacerbated by additional uncertainty in the size of the
benefit or risk, for that creates a wider distribution of estimates of the
net benefit, such that the most optimistic outlier is even further from
the center of their peers.

I said that it only takes one overly rosy estimate to release the
information, but if the scientist requires a journal to publish the
information, then it actually requires two—an author and an editor.
This hints at a technique for resolving this problem at the level of
journal editors, where there are fewer parties to get on board. One
approach, suggested by Lewis (2018), is to have the first journal to
reject a paper on safety grounds share their decision with others, to
avoid the paper’s author shopping around until they find one of the
journals whose estimate of the danger was especially optimistic.

Esvelt (2018) suggests encouraging pre-registration of potentially
dangerous research, so that open and broad discussions about safety
can happen before the dangerous information has been generated.



67 In 1999, Ayman al-Zawahiri (now leader of al-Qaeda) wrote of his plan
to start researching chemical and biological weapons: “Despite their
extreme danger, we only became aware of them when the enemy drew
our attention to them by repeatedly expressing concern that they can be
produced simply” (Wright, 2002).

68 The treaty was the Geneva Protocol of 1925, which had a section
outlawing first use of bacteriological weapons between its signatory
states. The Japanese did not sign it until 1970 but gained information
from its existence (Harris, 2002, p. 18).

69 Lewis et al. (2019).
70 For example, I have taken care to use only examples which are

sufficiently widely known.
71 McCarthy et al. (1955). AI has some foundations going further back

than the Dartmouth conference, but that summer of 1956 is usually
considered the beginning of AI as a field of inquiry.

72 This is known as Moravec’s Paradox, after AI and robotics pioneer
Hans Moravec, who wrote in 1988: “But as the number of
demonstrations has mounted, it has become clear that it is
comparatively easy to make computers exhibit adult-level performance
in solving problems on intelligence tests or playing checkers, and
difficult or impossible to give them the skills of a one-year-old when it
comes to perception and mobility.”

73 Major improvements to the structure include convolutional neural
networks (CNNs) and recurrent neural networks (RNNs). Major
improvements to the training include adaptions to stochastic gradient
descent, such as Adam and Nesterov Momentum. Hardware
improvements were driven by the switch from CPUs to GPUs, and now
to even more specialist hardware such as TPUs. These successes have
all built on each other in a virtuous cycle—now that neural networks
are so good, it is worth assembling the large datasets to train them and
worth making specialist hardware to run them, which makes them all
the better, warranting more and more investment.

74 He et al. (2015).
75 Phillips et al. (2011); Ranjan et al. (2018).
76 Translation (Hassan et al., 2018); generating photos (Karras et al.,

2017); voice mimicry (Jia et al., 2018); autonomous driving (Kocić,



Jovičić & Drndarević, 2019); stacking Lego blocks (Haarnoja et al.,
2018).

77 Bernstein & Roberts (1958); IBM (2011). Over the past few decades,
chess programs have gained around 50 Elo points per year, roughly
half of which came from algorithmic improvements, and half from
hardware gains (Grace, 2013).

78 Silver et al. (2018). One needs to be careful with such numbers to also
consider the hardware used. AlphaZero was trained using an enormous
amount of computing power (5,000 TPUs), meaning that in this four
hours it was able to simulate a vast number of games of chess against
other versions of itself, using these to work out how best to play. This
is an important caveat in comparing AlphaZero’s achievement to other
breakthroughs as the software improvements are somewhat smaller
than they first look. But I think the actual time taken is still the key
figure for the relevance to AI risk, showing how quickly in real time an
AI system could get out of control.

79 Strogatz (2018).
80 AlphaZero may have even exceeded the level where Go experts had

thought perfect play lies. The conventional wisdom was that the best
human players would need a three-or four-stone handicap to win if
facing perfect play (Wilcox & Wilcox, 1996). After 30 hours,
AlphaZero was more than 700 Elo points above the top professional.
While it is difficult to convert between handicap stones and Elo at
these extremely high levels of play, this is in the same ballpark as the
predictions for perfect play (Labelle, 2017). It would be fascinating to
see a version of AlphaZero play against the best humans with
increasing handicaps to see how many stones ahead it really is.

81 Technically Ke Jie was referring to the “Master” version of AlphaGo
Zero which preceded AlphaZero (Wall Street Journal, 2017).

82 The breakthrough result was the DQN algorithm (Mnih et al., 2015)
which successfully married deep learning and reinforcement learning.
DQN gave human-level performance on 29 out of 49 Atari games. But
it was wasn’t fully general: like AlphaZero, it needed a different copy
of the network to be trained for each game. Subsequent work has
trained a single network that can play all games at human level or
above, achieving an average score of 60% human level (Espeholt et al.,



2018).
83 Attendance at one of the leading conferences, NeurIPS, increased by a

factor of 4.8 between 2012 and 2018. AI VC funding increased by a
factor of 4.5 between 2013 and 2018 (Shoham et al., 2018).

84 The survey was given to all researchers who published at two of the
top machine-learning conferences in 2015 (NeurIPS and ICML). The
data comes from the 352 researchers who responded (Grace et al.,
2018).

85 Interestingly there was a large and statistically significant difference
between the timelines of researchers from different continents.
Researchers from North America thought the chance would reach 50%
in 74 years’ time, while those from Asia thought it would reach 50% in
just 30 years (Europeans were about halfway between).

Note also that this estimate may be quite unstable. A subset of the
participants were asked a slightly different question instead
(emphasizing the employment consequences by talking of all
occupations instead of all tasks). Their time by which there would be a
50% chance of this standard being met was 2138, with a 10% chance
of it happening as early as 2036. I don’t know how to interpret this
discrepancy, but it suggests we take these estimates cautiously.

86 Adapted from Brundage et al. (2018), Coles (1994) and Shoham et al.
(2018). Images from Goodfellow et al. (2014), Radford, Metz &
Chintala (2015), Liu & Tuzel (2016) and Karras et al. (2017).

87 Taking anything else as the starting point would require believing you
could systematically do better than the relevant technical community at
predicting their success. Perhaps one ground for thinking this would be
that the experts are biased toward optimism about achieving their goals
—but note that the public expect AGI even sooner (Zhang & Dafoe,
2019).

88 This analogy isn’t perfect. AI researchers are not trying to build a new
species to let loose in the wild, but to create new entities that can solve
problems. However a growing number of them are trying to do this via
general purpose intelligence, which involves agency and initiative. As
we shall see, the current paradigm of AGI would naturally acquire sub-
goals of controlling the world to protect itself and secure its ends.

In theory, there could be multiple species each in control of their



own destiny, if they had limited ambitions and lacked the power to
substantially interfere with each other.

89 It is certainly conceivable that our values ultimately boil down to
something simple, such as the classical utilitarian doctrine of
increasing the sum of positive experience. But even here there are two
major challenges. First, even positive experience is too complex and
poorly understood for us to be currently able to specify to the agent.
Maybe in the future when we understand the nature of experience there
will be a simple formulation, but there isn’t yet. Second, the question
of whether classical utilitarianism is the best moral principle is
(fiercely) disputed. If we implemented that and were wrong—perhaps
missing other key features of what is good in life, or about how it
should ideally be distributed—we could lock in a greatly inferior
world. I’m more sympathetic to classical utilitarianism than most
philosophers, but wouldn’t want to risk this. I think we should all take
such moral uncertainty seriously.

90 My own view on this is that human values actually have a lot in
common. For good reasons, we devote most of our attention to the
differences, rather than to the facts that we are almost all in favor of
longer, healthier, more prosperous lives, control over our life paths, a
flourishing environment and so forth. I’d propose something like
having the AI systems promote lives agreed values while being
cautious about the disputed or uncertain values—making sure to leave
humans in control of resolving these disputes or uncertainties in the
future, through our own reflection and discussion.

91 There are technical ways of understanding what is going on here.
Stuart Russell (2014) likens it to a common issue in optimization: “A
system that is optimizing a function of n variables, where the objective
depends on a subset of size k<n, will often set the remaining
unconstrained variables to extreme values; if one of those
unconstrained variables is actually something we care about, the
solution found may be highly undesirable.”

Alignment researchers liken the situation to Goodhart’s Law
(Goodhart, 1975): “Any observed statistical regularity will tend to
collapse once pressure is placed upon it for control purposes.” This law
was originally proposed to think about the problems of setting targets



that correlate with what we really want. While the targets may get met,
they often cease to correspond with what we ultimately cared about in
the process.

92 This could come up in one of two ways. Model-based systems would
plan out the consequences of being turned off and see that it would
greatly restrict the space of all future trajectories, typically cutting off
many of the best ones. Actions leading to being turned off would
therefore be assigned very low values.

Model-free systems could also learn to avoid being turned off.
Orseau & Armstrong (2016) show how if the agent is sometimes shut
down while learning, this can lead to biases in its learned behavior
(they also suggest a potential solution to the problem).

For most of what follows, I’ll assume the advanced AI is model-
based. Or at least that it is capable of using its background knowledge
of the world to succeed at some complex and difficult tasks on the first
try, rather than always requiring many thousands of failed attempts
before groping its way to success. While this takes us somewhat
beyond current systems at the time of writing, it is compatible with the
current paradigm and is a prerequisite to being counted as generally
intelligent. I won’t need to assume that it is better at succeeding on its
first attempts than a human.

93 Omohundro (2008); Bostrom (2012). For a detailed explanation of how
these instrumental goals could lead to very bad outcomes for humanity,
see Nick Bostrom’s Superintelligence (2014).

94 Learning algorithms rarely deal with the possibility of changes to the
reward function at future times. So it is ambiguous whether they would
assess future states by the current reward function or the future reward
function. Researchers have begun to explore these possibilities (Everitt
et al., 2016), and they each come with challenges. Using the future
reward function helps with the problem of agents resisting human
efforts to bring their reward function into better alignment, but it
exacerbates the problem of agents being incentivized to “wire-head”—
changing their own reward function into one that is more easily
satisfied.

95 Several of these instrumental goals are examples of “distribution
shifts”—situations where the agent faces importantly different



situations during deployment that lead to it taking actions that were
never exhibited during training or testing. In this case, the agent may
never have opportunities to become more powerful than its human
controllers during testing, and thus never have a need to exhibit its
behaviors involving deception or seizing control of resources.

96 For example, in Enlightenment Now, Steven Pinker (2018, pp. 299–
300) says of AI risk scenarios that they: “depend on the premises
that… (2) the AI would be so brilliant that it could figure out how to
transmute elements and rewire brains, yet so imbecilic that it would
wreak havoc based on elementary blunders of misunderstanding.”

97 Also, note that an agent may well be able to notice the general issue
that its values are likely to be misaligned with ours (warranting an
adversarial approach to humanity) even without having a perfect
understanding of our values. In that case, even if it was designed to try
to replace its existing values with our own, it could still be misaligned,
albeit less dangerously so.

There are several promising lines of alignment research related to
allowing agents to update their reward functions to better align with
ours. One is the broad set of ideas around “corrigibility”—how to make
agents that don’t resist changes to their goals. Another is the
uncertainty-based approach to reward learning, where rather than
acting as if it is certain of its current guess as to the human’s values, the
agent acts as if it is in a state of moral uncertainty, with degrees of
belief in various human values based on the evidence it has seen so far
(Russell, 2019). That incentivizes the agent to defer to humans (who
know more about their values) and to ask for guidance when it needs it.
Given my own work on philosophical issues around moral uncertainty,
I find this approach particularly promising (MacAskill & Ord, 2018;
MacAskill, Bykvist & Ord, forthcoming). And getting it right will
require further engagement with this part of philosophy.

98 Indeed, humans are likely to be cheaper and more effective at general-
purpose physical action in the world for some time, making robots very
much a second-best choice.

99 Even if 99% were erased, it would still have tens of copies remaining,
ready to repopulate onto any new computers that were built.

100 There are several known cases in which criminals have taken over



more than a million computers. The largest known botnet was
Bredolab, which contained more than 30 million computers. It was
created by a hacker network and made money by leasing out time on
the hijacked computers to other criminal organizations. At its height it
was able to send out more than 3 billion infected emails every day.

101 It is interesting to consider just how much power they acquired. In
1942 the Axis powers (excluding Japan) controlled ∼$1.3 trillion in
GDP (1990-dollars) (Harrison, 1998), representing ∼30% of the
world’s GDP (Maddison, 2010).

The Soviet Union covered 22.4 million square kilometers, 16% of
the world’s land area.

At its height, during the reign of Genghis Khan’s grandson, Kublai
Khan, the Mongol Empire had a population of 100 million (Lee, 2009),
representing ∼25% of world population (Roser et al., 2019).

Given how much their nations were focused on war, their fractions
of world military power would probably be even higher than these
numbers indicate, but this is harder to objectively measure.

102 One way this could be a good outcome is if the AI system itself was a
worthy successor to humanity, creating as good a future as humanity
could have hoped to achieve. One sometimes hears this offered as a
reason not to worry about the risks of unaligned AI.

While I think there is something to this idea, it is by no means a
panacea. Once we take seriously the idea that our best future may
involve replacing ourselves, it would seem unlikely that all such
replacements are equally good. And effectively licensing any group of
programmers to unilaterally trigger such a wholesale replacement of
humanity would be an appalling process for deciding how we should
pass on the torch. Furthermore, if we think that the AI system may
itself be a subject of moral value, this raises serious possibilities that it
could in fact suffer, or otherwise produce a world of negative value—
especially if designed by humanity at a time when we know so little
about the nature of conscious experience.

103 Metz (2018).
104 Stuart Russell (2015): “As Steve Omohundro, Nick Bostrom, and

others have explained, the combination of value misalignment with
increasingly capable decision-making systems can lead to problems—



perhaps even species-ending problems if the machines are more
capable than humans. Some have argued that there is no conceivable
risk to humanity for centuries to come, perhaps forgetting that the
interval of time between Rutherford’s confident assertion that atomic
energy would never be feasibly extracted and Szilard’s invention of the
neutron-induced nuclear chain reaction was less than twenty-four
hours.”

Russell’s Center for Human-Compatible AI is one of the leading
research centers for AI alignment. His book, Human Compatible
(2019), is a ground-breaking and readable introduction to the problem
of building safe artificial general intelligence.

105 Shane Legg, co-founder and Chief Scientist of DeepMind, also leads
their research on AI safety. When he was asked in an interview about
the chance of human extinction within a year of developing AGI, he
said (Legg & Kruel, 2011): “I don’t know. Maybe 5%, maybe 50%. I
don’t think anybody has a good estimate of this… It’s my number 1
risk for this century, with an engineered biological pathogen coming a
close second (though I know little about the latter).”

106 Alan Turing (1951), co-inventor of the computer and one of the
founders of the field of artificial intelligence: “… it seems probable
that once the machine thinking method had started, it would not take
long to outstrip our feeble powers. There would be no question of the
machines dying, and they would be able to converse with each other to
sharpen their wits. At some stage therefore we should have to expect
the machines to take control, in the way that is mentioned in Samuel
Butler’s ‘Erewhon.’”

This novel by Samuel Butler (1872) was developed from his 1863
essay “Darwin among the machines” (Butler, 1863), which was
arguably the first consideration of existential risk from intelligent
machines.

Turing’s concerns were echoed by his fellow code-breaker, the
eminent statistician and computing pioneer I. J. Good (1959): “Once a
machine is designed that is good enough… it can be put to work
designing an even better machine. At this point an ‘explosion’ will
clearly occur; all the problems of science and technology will be
handed over to machines and it will no longer be necessary for people



to work. Whether this will lead to a Utopia or to the extermination of
the human race will depend on how the problem is handled by the
machines. The important thing will be to give them the aim of serving
human beings.”

The AI pioneer Norbert Wiener discussed the problem of retaining
human oversight over advanced AI systems (Wiener, 1960): “Though
machines are theoretically subject to human criticism, such criticism
may be ineffective until long after it is relevant. To be effective in
warding off disastrous consequences, our understanding of our man-
made machines should in general develop pari passu with the
performance of the machine. By the very slowness of our human
actions, our effective control of our machines may be nullified.”

Marvin Minsky (1984) warned of the risks of creating powerful AI
servants who may misunderstand our true goals: “The first risk is that it
is always dangerous to try to relieve ourselves of the responsibility of
understanding exactly how our wishes will be realized… the greater
the range of possible methods we leave to those servants, the more we
expose ourselves to accidents and incidents. When we delegate those
responsibilities, then we may not realize, before it is too late to turn
back, that our goals have been misinterpreted, perhaps even
maliciously. We see this in such classic tales of fate as Faust, the
Sorcerer’s Apprentice, or the Monkey’s Paw by W.W. Jacobs.”

Richard Sutton, a pioneer of reinforcement learning and co-author of
the most widely used textbook on the subject, states there is “certainly
a significant chance within all of our expected lifetimes” that human-
level AI will be created, then goes on to say the AI agents “will not be
under our control,” “will compete and cooperate with us,” and that “if
we make superintelligent slaves, then we will have superintelligent
adversaries.” He concludes that “We need to set up mechanisms
(social, legal, political, cultural) to ensure that this works out well” but
that “inevitably, conventional humans will be less important” (Sutton,
2015), (Alexander, 2015).

Other top researchers who have spoken publicly about risks from AI
include Jeff Clune (2019): “… even if there is a small chance that we
create dangerous AI or untold suffering, the costs are so great that we
should discuss that possibility. As an analogy, if there were a 1%



chance that a civilization-ending asteroid could hit Earth in a decade or
ten, we would be foolish not to begin discussing how to track it and
prevent that catastrophe.”

Ian Goodfellow (OSTP, 2016): “Over the very long term, it will be
important to build AI systems which understand and are aligned with
their users” values… Researchers are beginning to investigate this
challenge; public funding could help the community address the
challenge early rather than trying to react to serious problems after they
occur.”

107 Szilard & Winsor (1968), pp. 107–8.
108 While the open letter spoke mainly in generalities (Future of Life

Institute, 2015), its attached research agenda explicitly spoke of the
need to investigate risks to humanity of the type discussed in this
section (Russell, Dewey & Tegmark, 2015).

109 Future of Life Institute (2017).
110 This was an excerpt from Russell (2014), and is similar to the

arguments given here.
111 This is a shockingly high estimate. The only other community of

researchers I can imagine who may have estimated such a high
probability of their work leading to catastrophically bad outcomes for
humanity are the atomic scientists in the lead-up to the bomb. And yet
I’m grateful to the researchers for their frank honesty about this.

112 See, for example, Pinker in Enlightenment Now (2018, p. 300).
113 Demis Hassabis has addressed these issues explicitly (Bengio et al.,

2017): “The coordination problem is one thing we should focus on
now. We want to avoid this harmful race to the finish where corner-
cutting starts happening and safety gets cut. That’s going to be a big
issue on global scale.”

114 If systems could improve their own intelligence, there is a chance this
would lead to a cascade called an “intelligence explosion.” This could
happen if improvements to a system’s intelligence made it all the more
capable of making further improvements. This possibility was first
noted by I. J. Good (1959) and is a plausible mechanism whereby
progress could rapidly spiral out of control. In the survey mentioned
earlier (Grace et al., 2018), 29% of respondents thought it likely that
the argument for why we should expect an intelligence explosion is



broadly correct.
But it is by no means guaranteed. For one thing, it wouldn’t just

require an AI that is more intellectually capable of AI research than a
human—it would need to be more capable than the entire AI research
community (at a comparable cost). So there may be time to detect that
a system is at a roughly human level before it is capable of an
intelligence explosion.

Moreover, it is possible that the difficulty of making successive
improvements to a system’s intelligence could increase faster than its
intelligence does, making the “explosion” quickly peter out. Indeed,
there presumably must be some point at which it peters out like this, so
the real question is whether there is any part near the beginning of the
process during which improvements beget greater improvements. For
some exploration of this, see Bostrom (2014, p. 66).

115 Metz (2018). Stuart Russell concurs (Flatow, Russell & Koch, 2014):
“What I’m finding is that senior people in the field who have never
publicly evinced any concern before are privately thinking that we do
need to take this issue very seriously, and the sooner we take it
seriously the better.”

The advice of Hassabis and Russell echoes a prescient warning by I.
J. Good (1970): “Even if the chance that the ultraintelligent machine
will be available is small, the repercussions would be so enormous,
good or bad, that it is not too early to entertain the possibility. In any
case by 1980 I hope that the implications and the safeguards will have
been thoroughly discussed, and this is my main reason for airing the
matter: an association for considering it should be started.”

If we had taken Good’s advice, we might have been decades ahead
of where we are now, facing only a small and well-managed risk.

116 In the worst cases, perhaps even negative value—an outcome worse
than extinction.

117 Orwell (1949, p. 121) is explicit on this point: “There are only four
ways in which a ruling group can fall from power. Either it is
conquered from without, or it governs so inefficiently that the masses
are stirred to revolt, or it allows a strong and discontented Middle
Group to come into being, or it loses its own self-confidence and
willingness to govern. These causes do not operate singly, and as a rule



all four of them are present in some degree. A ruling class which could
guard against all of them would remain in power permanently.”

118 One could even make a case that this was the first major existential
risk. On this view, the first wave of anthropogenic existential risk came
from these dangerous ideologies that had recently been discovered,
which in a globalized world might be able to become unshakable. The
technological risks (starting with nuclear weapons) would be the
second wave.

In support of this idea, one could point to Nazi Germany’s rhetoric
of a “thousand-year Reich” as evidence of their ambitions for
designing a truly lasting regime. And note that it would not have
needed to be a very high probability for it to count—perhaps a one in a
thousand chance would be enough (as that is more than a century worth
of natural risk).

While a work of fiction, Nineteen Eighty-Four shows that Orwell’s
concerns were about a truly existential catastrophe. He painted a vision
of a world that was in perpetual conflict between three totalitarian
superpowers, each of which used insidious social and technological
means to make rebellion impossible. A key aspect of the vision was
that it might represent a permanent dystopia: “If you want a picture of
the future, imagine a boot stamping on a human face—forever.”
Foreshadowing the idea of existential risk, he likened the outcome to
extinction: “If you are a man, Winston, you are the last man. Your kind
is extinct; we are the inheritors. Do you understand that you are alone?
You are outside history, you are non-existent.”

While the book was published in 1949, his letters during the war
attest that he was genuinely worried about these possibilities (it wasn’t
mere speculation) and that many of the ideas pre-dated the
development of atomic weapons (Orwell, 2013). In Orwell’s example,
almost no one—not even the elites—had anything of real value in their
lives. That is one possibility, but clearly outcomes short of that could
also be dystopian, as the immiseration of the many could easily
outweigh the enrichment of the few.

While I think this is a credible case, overall I’m inclined to still treat
nuclear weapons (either the threat of igniting the atmosphere or of
global nuclear war) as the first major (and anthropogenic) existential



risk.
119 Though note that even if they didn’t initially have aims of global

expansion, things may still have gone in that direction once their ability
to do so was assured. And even if they only started with the means to
create a regime that lasted decades, that may have bought them enough
time to develop the technological and social methods to expand that to
centuries, which would buy the time to expand the reach much further
again.

120 Scott Alexander’s Meditations on Moloch (2014) is a powerful
exploration of such possibilities.

121 C. S. Lewis (1943) alludes to this possibility when considering the
increases in humanity’s power over nature, particularly through genetic
technologies. He notes that this power may well increase to a point
where a single generation (or part of one) can effectively control the
subsequent direction of humanity and all successive generations: “The
real picture is that of one dominant age—let us suppose the hundredth
century AD—which resists all previous ages most successfully and
dominates all subsequent ages most irresistibly, and thus is the real
master of the human species. But then within this master generation
(itself an infinitesimal minority of the species) the power will be
exercised by a minority smaller still. Man’s conquest of nature, if the
dreams of some scientific planners are realized, means the rule of a few
hundreds of men over billions upon billions of men.”

122 Most normative views have this counterintuitive property because the
behaviors the view recommends don’t factor in the chance that the
view itself could be false. Since there would be little cost to locking in
a true view and much to gain, they would often recommend this.
Notable exceptions would include views that pay no heed at all to
consequences (such that they don’t see much concern about an action
that would lead to a different view taking over forever) and views that
have strong liberal presumptions built in (such that even if concerned
about that prospect, the normative theory explicitly allows the freedom
to reject it).

While I’m concerned about the possibility of prematurely
converging to a normative theory we would all have reason to regret, I
don’t see the fact a theory recommends locking itself in as a reason to



reject it. Rather, I think that the correct solution lies at the level of
moral uncertainty, which I’ve written on extensively elsewhere
(MacAskill, Bykvist & Ord, forthcoming). People should retain some
uncertainty about which normative theories are true and this gives us
strong moral uncertainty-driven reasons to resist locking in a theory,
even if we think there is a high chance it is true—we need to hedge
against the possibility that we are mistaken.

123 Bostrom (2013) warns against this, while Butler (1863, 1872) flirts
with the prospect. It would all but guarantee that humanity’s lifespan
was limited by the background rate of natural risks (though of course
anthropogenic risks could do us in even sooner). And it would ensure
we never achieve the possibilities of longevity or settlement beyond the
Earth which we would otherwise be capable of, and which may be an
important part of our potential.

124 Worlds where we renounce any attempts to leave the Earth (perhaps in
order to leave the heavens pristine) may be another plausible example.
See Chapter 8 for some thoughts on why most of the value we could
achieve may lie beyond the Earth.

125 The text was: “No amendment shall be made to the Constitution which
will authorize or give to Congress the power to abolish or interfere,
within any State, with the domestic institutions thereof, including that
of persons held to labor or service by the laws of said State.”

It passed Congress and was even endorsed by Lincoln, but was never
ratified. It is unclear whether it would have actually worked, as it may
have still been possible to repeal it first, and then abolish slavery. In
addition, it wouldn’t have guaranteed the perpetuation of slavery, as
each slave-owning state could still abolish slavery within its own
borders (Bryant, 2003).

126 At least not without being precipitated by an early development of
advanced AGI. Such a catastrophe may well be better thought of as an
AI risk.

127 Note that even on this view options can be instrumentally bad if they
would close off many other options. So there would be instrumental
value to closing off such options (for example, the option of
deliberately causing our own extinction). One might thus conclude that
the only thing we should lock in is the minimization of lock-in.



This is an elegant and reasonable principle, but could probably be
improved upon by simply delaying our ability to choose such options,
or making them require a large supermajority (techniques that are often
used when setting up binding multiparty agreements such as
constitutions and contracts). That way we help avoid going extinct by
accident (a clear failing of wisdom in any society), while still allowing
for the unlikely possibility that we later come to realize our extinction
would be for the best.

128 The main reason for this disparity in likelihood is that self-replicating
machines appear to be a much more difficult technological pathway
compared to fabricators, taking much longer to become economically
self-sustaining and thus receiving much less development work
(Phoenix & Drexler, 2004). However, scientific curiosity and niche
applications would eventually tempt us to try it, so safeguards would
need to be found.

Atomically precise manufacturing could enable cheap production of
nuclear weapons. One might have thought this impossible, since the
technology only rearranges atoms, and uranium or plutonium atoms are
not part of the feedstock. But uranium is actually present in seawater at
a concentration that is just short of being economically viable to extract
with existing technology (Schneider & Sachde, 2013). By reducing the
costs of making the equipment needed to extract it (and reducing the
energy costs of running it by allowing cheap solar power), atomically
precise manufacturing may make uranium much more accessible. A
bad actor would still need to enrich the concentration of uranium-235
to make weapons-grade material, but this too is likely to become
cheaper and easier in the wake of such a powerful general-purpose
manufacturing technology.

129 We can see that the chance of back-contamination from Mars causing
an existential catastrophe must be very small by considering the
hurdles it would have to overcome. There would have to be life on the
Martian surface, despite its extreme inhospitability and the fact that all
prior attempts to find evidence of life there have come up empty. And
even if there was, it would need to be able to flourish in the very
different environment of Earth, and to be able to produce existential
damage. Official studies of this risk have generally concluded that it is



very low, but have advised extreme caution nonetheless (Ammann et
al., 2012).

Even though the chance looks small, the need for measures to
prevent back-contamination from other planets or moons is an agreed
part of the 1967 Outer Space Treaty, which is the basic legal
framework for international space law. And the existential risk from
back-contamination was one of the first risks mentioned in the
philosophical literature (Smart, 1973, p. 65): “Similar long-term
catastrophic consequences must be envisaged in planning flight to
other planets, if there is any probability, even quite a small one, that
these planets possess viruses or bacteria, to which terrestrial organisms
would have no immunity.”

The risk of back-contamination first came up at the time of the
Moon landing. It hadn’t yet been confirmed that the Moon was sterile,
so the US Surgeon General pushed NASA to institute serious
protections, saying that it was not outlandish to set aside 1% of the
budget to guard against great catastrophe on Earth (Atkinson, 2009). In
the end, they spent around $8 million, less than a twentieth of a percent
of the cost of the Apollo Program, on its quarantine system (Mangus &
Larsen, 2004).

From our increased knowledge of microbiology, we can now see that
this system was inadequate (in particular, we didn’t yet know about the
possibility of ultramicrobacteria or gene transfer agents). This should
give us pause about the validity of our current knowledge.

But worse, there was little attempt to get scrutiny of the techniques,
and insufficient will to actually use the quarantine system when it
conflicted with other mission objectives. For example, after the
original plan to lift the command module from the sea was thwarted by
the lack of an appropriate crane, it was decided that the astronauts
would have to leave the module while it was floating in the sea. This
almost certainly let some of the fine moon dust into the ocean, making
many of the other aspects of the quarantine system moot (National
Research Council, 2002). We thus failed to properly handle this (very
small) existential risk.

From what I’ve seen of the discussion around back-contamination
from Mars, these issues are now being taken much more seriously (and



won’t run into conflict with the needs of a human crew).
130 The chance of an environmental catastrophe from an unprotected

sample is widely considered to be small. We can think of these
protections as attempting to reduce this chance by a further factor of a
million (Ammann et al., 2012).

I am quite skeptical that the probability can really be reduced by this
amount, and they don’t seem to be taking into account that even BSL-4
facilities have pathogen escapes (as seen earlier in this chapter). But
maybe they will be able to reduce the chance of escape to something
like one in a thousand, which would be a significant advance on the
quarantine from the Apollo Program.

131 Though I would recommend simply waiting a few more decades, at
which point we could presumably perform most of the same tests in
situ on Mars. The risk may be small and well managed, but do we need
to run it at all?

132 One reason it is unlikely is that there is no sign that there is any other
intelligent life out there. See note 44 to Chapter 2 for an outline of my
own thinking on the “Fermi paradox” and whether we are indeed alone.

Another is that there are millions of other centuries in which it could
have arrived, so the chance it first arrives now is very low. This would
be offset if it was lying in wait, but then it would be vastly more
advanced than us, leaving us at its mercy. This fact that it is very
unlikely we could do anything meaningful to resist does not alter the
total probability of existential risk via a hostile alien civilization, but it
does suggest that the risk may be moot, as there may be nothing we can
realistically do to substantially increase or decrease it.

133 The dangers from passive SETI are analogous to those of opening
email attachments from untrusted third parties. For example, if they
have developed superintelligent AI, they could send an algorithm for
an advanced hostile AI.

None of this is likely, but since these activities only matter if there
really are nearby alien civilizations, the main relevant question is the
ratio of peaceful to hostile civilizations. We have very little evidence
about whether this is high or low, and there is no scientific consensus.
Given the downside could be much bigger than the upside, this doesn’t
sound to me like a good situation in which to take active steps toward



contact.
134 Of course in some sense, almost everything is unprecedented, being

different from prior events in the small details. I’m not meaning to
suggest that this suffices to produce a risk. Instead I’m only interested
in cases where there is a major change to a prima facie important
parameter, taking it outside the historical range. The exact kinds of
thing that undermine the comfort of having a long track record of
events like that with no catastrophes. Sometimes this could involve the
conditions being unprecedented in the Universe, on Earth, since Homo
sapiens, or since civilization began—it depends on whether the
concern is that it would collapse civilization, cause our extinction,
destroy our planet or do damage on a cosmic scale.

Kurt Vonnegut’s 1963 novel Cat’s Cradle is a powerful early
exploration of this kind of existential risk. He imagines an artificial
form of ice crystal (“ice-nine”) which is solid at room temperature and
which causes a chain reaction in liquid water, turning it all into ice-
nine. Since this form of ice is not naturally occurring in Earth’s history
and has such dramatic properties, it would count as an unprecedented
condition in my sense. In the book, this causes an existential
catastrophe when it comes into contact with the Earth’s oceans, turning
all water into this strange solid state.

135 Consider that there are millions of scientists, so even if the experiments
they try have just a one in a million subjective chance of extinction,
that may still be too high. (Especially when there are biases and
selection effects leading even conscientious scientists to systematically
underestimate the risks.)

136 There are several key governance problems. First, the scientists
typically apply their epistemic standard of high confidence that there is
no catastrophe conditional upon their base scientific theories and
models being correct, rather than considering the stakes or the track
record of such theories and models (Ord, Hillerbrand & Sandberg,
2010).

Second, the cases tend to be decided solely by scientists. While they
are the appropriate experts on much at issue, they lack important
expertise on risk analysis or on evaluating the stakes. It also creates
various biases and conflicts of interest, where the very people whose



jobs (or whose colleagues’ jobs) depend on a verdict are responsible
for deciding that verdict. And it goes against widely held norms where
the people who would be exposed to a (disputed) threat should have
some say or representation in determining whether it is allowed to go
ahead.

One possible improvement to this situation would be to have an
international body that these issues could be brought to (perhaps part of
the UN), with individuals responsible for assembling the best
arguments for and against, and a scientifically literate judge to make a
ruling on whether the experiment should proceed at this time, or
whether it should be delayed until a better case can be made for it. I
would envisage very few experiments being denied. (This model may
work even if the judgments had no formal power.)

137 Nuclear weapons would not have made the list, as fission was only
discovered in 1938. Nor would engineered pandemics, as genetic
engineering was first demonstrated in the 1960s. The computer hadn’t
yet been invented, and it wasn’t until the 1950s that the idea of
artificial intelligence, and its associated risks, received serious
discussion from scientists. The possibility of anthropogenic global
warming can be traced back to 1896, but the hypothesis only began to
receive support in the 1960s, and was only widely recognized as a risk
in the 1980s.

A 1937 US government report on the future of technology provides
an excellent example of the difficulties in forecasting (Ogburn, 1937;
Thomas, 2001). It did not include nuclear energy, antibiotics, jet
aircraft, transistors, computers or anything regarding space.

138 Bostrom (2013; 2018).

6 THE RISK LANDSCAPE

1 Einstein & New York Times (1946).
2 From an online survey by GitHub user “Zonination” (Zonination,

2017). These results are very similar to those found in a CIA
experiment of intelligence officers (Heuer, 1999).

3 This makes it hard to use the phrase “it is highly unlikely that X” as
part of an argument that more attention needs to be paid to X. This



wouldn’t be true if “highly unlikely” corresponded to a probability
range such as one in ten to one in 100, as these numbers could easily be
used to suggest that the risk needed to be taken seriously. This causes
problems for the IPCC, which uses such phrases instead of numerical
probabilities in its reports.

4 Pinker (2018), p. 295.
5 A further reason some people avoid giving numbers is that they don’t

want to be pinned down, preferring the cloak of vagueness that comes
with natural language. But I’d love to be pinned down, to lay my cards
on the table and let others see if improvements can be made. It is only
through such clarity and openness to being refuted that we make
intellectual progress.

6 My estimate of one in 10,000 per century is equivalent to a life
expectancy of 1 million years. While I think that it is plausible the true
extinction rate is given by the mass extinction record, at about one in
100 million years, I also think there is a chance that the typical species
lifespans are a better guide, which pulls the average up a lot. Recall
that the fossil record only provides a reliable guide to natural extinction
risks, not to other kinds of existential risk. Here I am assuming that
they are roughly the same level as the extinction risks, as this seems
about right for the risks we’ve explored in detail, but this is more
uncertain.

7 This corresponds to a Bayesian approach of starting with a prior and
updating it in light of the evidence. In these terms, what I’m suggesting
is that we start with a weak prior set by base rates and other factors that
would go into a best-guess estimate before you saw the hard evidence
(if any). I don’t see good arguments for starting with a prior probability
very close to zero.

8 How do my estimates compare with others? Serious estimates of these
risks by scholars who have given them careful attention are rare. But
thankfully, several pioneers of existential risk have put down their own
numbers. John Leslie (1996, pp. 146–7) estimated a 30% risk over the
next five centuries (after which he thought we’d very likely be on track
to achieve our potential). Nick Bostrom (2002b) said about the total
existential risk over the long term: “My subjective opinion is that
setting this probability lower than 25% would be misguided, and the



best estimate may be considerably higher.” Martin Rees (2003)
estimated a 50% chance of a global (though perhaps temporary)
collapse of civilization within the twenty-first century (the text of the
book is unclear as to what scale of disaster is being estimated, but he
has since clarified that it is the collapse of civilization). My estimates
are in line with theirs.

In addition, Carl Sagan provided an illustrative estimate of 60%
chance of extinction over the next 100 years (Sagan, 1980, p. 314;
Sagan et al., 1980). Interestingly, this was in 1980, prior to the
discovery of nuclear winter and his seminal writing about the badness
of human extinction. However, it is not clear if the estimate represents
his considered view. For it was simply stated without further comment
among a set of vital statistics for Earth as they might appear in a
hypothetical “Encyclopedia Galactica.”

9 Another problem with business-as-usual estimates is that it can be hard
to define what it even means: what kind of response by humanity are
we to use as the default? While the all-things-considered risk can be
hard to estimate, it is quite well defined—it is simply one’s credence
that a catastrophe will occur.

10 Cotton-Barratt, Daniel & Sandberg (forthcoming).
11 The more precise rule is to imagine more fine-grained decrements,

such as the factor that is easiest to reduce by 1% of its current level.
Then apply this rule many times, working on one factor until another
becomes easier to reduce by a percent and switching to that. If there are
sufficient diminishing marginal returns to working on each factor and a
large enough budget, one may end up working on all three factors.

12 The CSER team proposes three classifications in all: critical systems,
global spread mechanism (which corresponds closely to “Scaling”),
and prevention and mitigation failure (which is related to the human
elements of “Prevention” and “Response”). Their scheme was designed
to classify the broader class of global catastrophic risks (which need
not be existential). See Avin et al. (2018) for further detail.

13 One might think that this risk is in fact a certainty; that humanity will
come to an end eventually. But recall that existential catastrophes are
defined relative to the best we could achieve—catastrophes that destroy
humanity’s longterm potential. If humanity (or our descendants) go



extinct after fulfilling our longterm potential, that is existential success,
not failure. So the total existential risk is roughly the same as the
chance that we fail to fulfill our longterm potential. The roughness
comes from the possibility that we fail to fulfill our potential for some
other reason, such as very gradually degrading our potential, or
keeping our potential intact but never acting to fulfill it. These may still
be serious threats to our longterm future, warranting detailed study and
action. But they are not ways that our generation could destroy
humanity’s future and are thus not the subject of this book.

14 There are two main ways this assumption could fail: hellish
catastrophes, and correlations between the objective probabilities of
risks and the value of realizing our potential.

Regarding the former, consider that a precise reckoning would have
us compare the expected value of each risk—the product of their
probability and their stakes. But if their stakes are very similar (say
within 1% of each other), then we only lose a tiny amount of accuracy
if we compare them by probability alone. And in many cases there is a
strong argument for the stakes being within a percent or so of each
other.

This is because the difference in value between a world where
humanity fulfills its potential and one where we destroy our potential is
typically much greater in absolute terms than the difference between
the various outcomes in which our potential has been destroyed. For
instance, extinction and a permanent collapse of civilization are two
ways that our future could be very small and contain very little value.
The difference between these is therefore much smaller than the
difference between either one and an expansive future where we have a
thousand millennia of breathtaking achievement.

However, there are also existential risks where the value of the
future would not come crashing down to something near zero, but
would be very large and negative. These are cases where we achieve
nearly the maximum in scale (time, space, technological capability),
but fill this future with something of negative value. The difference in
value between such a hellish outcome and extinction could rival the
difference between extinction and the best achievable future. For such
risks one needs to modify the total risk approach. For example, if the



risk involved a future as negative as the best future is positive, then you
would want to weight this risk twice as much (or even abandon the
total risk approach entirely, switching to the more cumbersome
approach of expected value). As I think such risks are very low (even
adjusting for this increased weighting) I won’t explore the details.

The second issue concerns a subtle form of correlation—not between
two risks, but between risks and the value of the future. There might be
risks that are much more likely to occur in worlds with high potential.
For example, if it is possible to create artificial intelligence that far
surpasses humanity in every domain, this would increase the risk from
misaligned AGI, but would also increase the value we could achieve
using AGI that was aligned with human values. By ignoring this
correlation, the total risk approach underweights the value of work on
this risk.

This can be usefully understood in terms of there being a common
cause for the risk and the benefit, producing the correlation. A high
ceiling on technological capability might be another common cause
between a variety of risks and extremely positive futures. I will set this
possibility aside in the rest of the book, but it is an important issue for
future work to explore.

15 Note that if several risks are very highly correlated, it may be best to
think of them as a single risk: the risk that any of these related
catastrophes happen. It could be named for the common cause of the
catastrophes, rather than for the proximate causes.

16 Though it is possible for risks to become anticorrelated when they lie
on divergent paths the future could take. For example, risks from lack
of global coordination and risks from global totalitarianism.

17 In general, I caution very heavily against assuming statistical
independence. Such an assumption often leads one to underestimate the
chance of extreme events where all variables move the same way. A
version of this assumption is at play when people assume variables are
normally distributed (since a normal distribution arises from the sum of
many independent variables via the central limit theorem). A famous
example of this going wrong is in the Black–Scholes option pricing
model, which assumes normal distributions and thus grossly
underestimates the chance of large correlated price movements.



However, the case of aggregating existential risks may be a rare
situation where it is not too bad to assume independence as we are less
worried about cases when many events happen together.

18 Today that would include the United States, Russia, China and Europe.
By the end of the coming century the list could be quite different.

19 I was not involved in the original Global Burden of Disease study
(World Bank, 1993; Jamison et al., 2006), but I played a very minor
role in advising on the normative foundation of its more recent reports
(GBD, 2012), making the case that the discount rate on health should
be set to zero—one of the main changes from the earlier versions.

I was even more inspired by its companion project, Disease Control
Priorities in Developing Countries (Jamison et al., 1993; Jamison et
al., 2006). Rather than looking at how much ill-health was produced by
each cause, it assessed how effective different health interventions
were at preventing ill-health for each dollar spent. This opened my
eyes to the startling differences in cost-effectiveness between different
ways of improving health and how donating to the right charity can
have hundreds or thousands of times as much impact (Ord, 2013). I
went on to be an adviser to the third edition (Jamison, Gelband et al.,
2018; Jamison, Alwan et al., 2018).

20 When I say “increases” I mean to imply that the risk factor causes the
increase in existential risk, not just that they are correlated. In
particular, it needs to be the case that action on the risk factor will
produce a corresponding change in the level of existential risk. This
could be reflected in the mathematics by using Judea Pearl’s do
operator (e.g., Pr(X|do(f = fmin)) ) (Pearl, 2000).

21 It is possible that there will be no minimum or maximum achievable
value (either because the domain is infinite, or because it is an open
interval). I’ve ignored this possibility in the main text for ease of
presentation, but it presents no special obstacle. Since the probability
of existential risk is bounded above and below, we can replace the
expression Pr(X|f = fmax) with a supremum (the smallest probability
higher than Pr(X|f = fʹ) for all achievable fʹ) and replace Pr(X|f = fmin)
with a corresponding infimum.

22 One could also consider the range of F. That is, the difference between



Pr(X|f = fmin) and Pr(X|f = fmax). This corresponds to the sum of F’s
contribution and its potential, and is a property that doesn’t depend on
the status quo level.

23 One could also consider the elasticity of existential risk with respect to
f near fsq. That is, the proportional change in Pr(X) with respect to a
small proportional change in f. This is a unitless measure of sensitivity
to the risk factor, allowing it to be compared between different risk
factors.

24 Economic risk factors could arise from a change in the absolute level
of prosperity (poverty), the direction of change from the status quo
(decline), or the rate of change (stagnation).

25 Even if they had only direct effects, we could still count them as risk
factors (since the strict definition I’m using specifies only that they
increase risk, not that they do so indirectly).

26 We could also think of artificial intelligence as a risk factor. An effect
such as AI-related unemployment would not be an existential risk, but
since it may threaten massive political upheaval it could still be a risk
factor. And one could even approach unaligned AGI as a risk factor
rather than as an existential risk. For it isn’t a stand-alone mechanism
for destroying our potential, but rather a new source of agency; one that
may be motivated to use whatever means are required to permanently
wrest control of our future. If an artificially intelligent system does
cause our downfall, it won’t be by killing us with the sheer force of its
intellect, but with engineered plagues or some other existential threat.

27 This also raises the question of variables that both increase and
decrease existential risk over different parts of their domains (i.e.,
where existential risk is non-monotonic in that variable). I suggest that
so long as the effect on existential risk is monotonic within the domain
of plausible levels of f, we think of it as a risk factor or security factor.
But if it is non-monotonic within even this range, we need to think of it
as a more complex kind of factor instead.

For example, if using degrees of warming above pre-industrial levels
as a measure of climate change, it is possible that driving the
temperature all the way back to pre-industrial levels (or beyond) would
eventually become counterproductive to existential risk. However, so



long as there is little practical danger of this kind of over-response, it
makes sense to treat warming as a risk factor.

28 We can define measurements of a security factor that mirror those of
risk factors. We can speak of its current contribution to our safety (to
the chance that we don’t suffer existential catastrophe), and of its
potential for further lowering existential risk, were the factor to be
increased as much as possible. Finally, we could consider the effect of
marginal improvements in the security factor upon the total amount of
existential risk.

29 We might generally suspect it to be easier to lower a risk by a
percentage point if it starts off at 20% than if it starts at 5%. I used to
think a good heuristic was that it should be equally easy to halve the
probability of a risk, regardless of its starting point. But things might
look different if the risk were extremely high, such as 99.9%. Then the
catastrophe might seem over-determined to happen (for otherwise the
risk would be lower). So a more subtle heuristic might be that it is
equally easy to reduce the odds ratio of the risk by a factor of two. This
would mean that risks with a middling probability (say 30% to 70%)
would be in a sweet spot for ease of reducing by a percentage point.

But note that not all such risks are equal. In some cases the middling
chances we assign to risks like AI might really represent our
uncertainty between worlds where it is very hard and worlds where it is
easy, so even though the average is middling, it may not be easy to
move the probability with our work. (As a toy example, there could be
one risk with a genuine 50% chance of occurring, and another that is
either extremely unlikely [0.1%] or extremely likely [99.9%] but where
we don’t know which. This latter risk would be less tractable than its
subjective level of risk [50%] would lead us to think.)

30 MacAskill (2015), pp. 180–5.
31 Sometimes it is the short-term neglectedness that counts: how many

resources are being spent on it right now. But more often it is the
longterm neglectedness: how many resources will be spent on it in
total, before it is too late. When the allocation may soon change
dramatically (such as when a field is taking off) these can be very
different.

32 The way to define the terms is to note that cost-effectiveness is the rate



of change of value with respect to the resources spent: d value / d
resources. Owen Cotton-Barratt has shown that we can then break this
into three factors (Wiblin, 2017):

33 I owe this point to Owen Cotton-Barratt.
34 Some risks may have a long time between the last moment when action

could be usefully taken and the moment of catastrophe. When
prioritizing based on which risk comes first, we date them by the last
moment action could be usefully taken.

If our work becomes gradually less effective as time goes on, a more
complex appraisal is needed. This is the case with climate change,
where even though the catastrophic damages would be felt a long time
from now, lowering emissions or developing alternative energy sources
makes more difference the sooner we do it.

35 The diameter of NEOs fits a power-law distribution with exponent –
3.35 (Chapman, 2004). The size of measles epidemics in isolated
communities fits a power law with exponent –1.2 (Rhodes &
Anderson, 1996). Fatalities from many other natural disasters—
tsunamis, volcanoes, floods, hurricanes, tornadoes—also fit power-law
distributions. This fit usually fails beyond some large size, where the
actual probabilities of extremely large events are typically lower than a
power law would predict (e.g., measles outbreaks are eventually
limited by the size of the population). However, the warning-shot
analysis still works so long as the power law provides an upper bound
for the real probability.

36 I owe this point to Andrew Snyder-Beattie.
37 He makes this point in his dissertation on existential risk and

longtermism (Beckstead, 2013), which is one of the best texts on
existential risk.

38 The “Collingridge dilemma” is a special case of this leverage/near-
sightedness trade-off as it relates to the regulation of new technologies.
Collingridge (1982) notes that the further away one is from the
deployment of some technology, the more power one has to control its



trajectory, but the less one knows about its impacts.
39 World governments spend 4.8% of GDP on education (World Bank,

2019b)—around $4 trillion per year. Targeted spending on existential
risk reduction is on the order of $100 million. See note 56 to Chapter 2
for more details on estimating spending on existential risk.

40 This is for money directed specifically at lowering existential risk,
rather than more general money dedicated to areas associated with
existential risk (such as climate change and biosecurity). Also, I’m
imagining a world that looks like ours today. If an existential risk were
to pose a clear emergency (such as a large asteroid bearing down on
us), the amount of direct work warranted may be much higher.



7 SAFEGUARDING HUMANITY

1 Asimov (1979), p. 362. I have capitalised the initial “t.”
2 We could also characterize these as:

1. Avoid failing immediately & make it impossible to fail
2. Determine how to succeed
3. Succeed

3 Protecting our potential (and thus existential security more generally)
involves locking in a commitment to avoid existential catastrophe.
Seen in this light, there is an interesting tension with the idea of
minimizing lock-in (p. 158). What is happening is that we can best
minimize overall lock-in (coming from existential risks) by locking in
a small amount of other constraints.

But we should still be extremely careful locking anything in, as we
might risk cutting off what would have turned out to be the best option.
One option would be to not strictly lock in our commitment to avoid
existential risk (e.g., by keeping total risk to a strict budget across all
future centuries), but instead to make a slightly softer commitment that
is merely very difficult to overturn. Constitutions are a good example,
typically allowing for changes at later dates, but setting a very high bar
to achieving this.

4 There are many ways one could do this: by avoiding new fires being
started, by making sure the buildings are not fire dangers, or by
employing a well-resourced fire department. There are analogous
options for protecting our potential.

5 A numerical example may help explain this. First, suppose we
succeeded in reducing existential risk down to 1% per century and kept
it there. This would be an excellent start, but it would have to be
supplemented by a commitment to further reduce the risk. Because at
1% per century, we would only have another 100 centuries on average
before succumbing to existential catastrophe. This may sound like a
long time, but it is just 5% of what we’ve survived so far and a tiny
fraction of what we should be able to achieve.

In contrast, if we could continually reduce the risk in each century,



we needn’t inevitably face existential catastrophe. For example, if we
were to reduce the chance of extinction by a tenth each successive
century (1%, 0.9%, 0.81%…), there would be a better than 90% chance
that we would never suffer an existential catastrophe, no matter how
many centuries passed. For the chance we survive all periods is:

This means there would be a better than 90% chance we survive
until we reach some external insurmountable limit—perhaps the death
of the last stars, the decay of all matter into energy, or having achieved
everything possible with the resources available to us.

Such a continued reduction in risk may be easier than one would
think. If the risks of each century were completely separate from those
of the next, this would seem to require striving harder and harder to
reduce them as time goes on. But there are actions we can take now
that reduce risks across many time periods. For example, building
understanding of existential risk and the best strategies for dealing with
it; or fostering civilizational prudence and patience; or building
institutions to investigate and manage existential risk. Because these
actions address risks in subsequent time periods as well, they could
lead to a diminishing risk per century, even with a constant amount of
effort over time. In addition, there may just be a limited stock of novel
anthropogenic risks, such that successive centuries don’t keep bringing
in new risks to manage. For example, we may reach a technological
ceiling, such that we are no longer introducing new technological risks.

6 How we prioritize between these parts is a balancing act between
getting sustainable longterm protections in place and fighting fires to
make sure we last long enough to enjoy those sustainable protections.
And this depends on how we think the risk is distributed over time. It is
even possible to have situations where we might be best off with
actions that pose their own immediate risk if they make up for it in how
much they lower longterm risk. Potential examples include developing
advanced artificial intelligence or centralizing control of global
security.

7 The name was suggested by William MacAskill, who has also explored



the need for such a process and how it might work.
Nick Bostrom (2013, p. 24) expressed a closely related idea: “Our

present understanding of axiology might well be confused. We may not
now know—at least not in concrete detail—what outcomes would
count as a big win for humanity; we might not even yet be able to
imagine the best ends of our journey. If we are indeed profoundly
uncertain about our ultimate aims, then we should recognize that there
is a great option value in preserving—and ideally improving—our
ability to recognize value and to steer the future accordingly. Ensuring
that there will be a future version of humanity with great powers and a
propensity to use them wisely is plausibly the best way available to us
to increase the probability that the future will contain a lot of value. To
do this, we must prevent any existential catastrophe.”

It is unclear how exactly how long such a period of reflection would
need to be. My guess is that it would be worth spending centuries (or
more) before embarking on major irreversible changes to our future—
committing ourselves to one vision or another. This may sound like a
long time from our perspective, but life and progress in most areas
would not be put on hold. Something like the Renaissance may be a
useful example to bear in mind, with intellectual projects spanning
several centuries and many fields of endeavor. If one is thinking about
extremely longterm projects, such as whether and how we should settle
other galaxies (which would take millions of years to reach), then I
think we could stand to spend even longer making sure we are reaching
the right decision.

8 I think that some of the best serious reflection about ideal futures has
been within science fiction, especially as it has license to consider
worlds that go far beyond the narrow technological limits of our own
generation. “Hard” science fiction has explored societies and
achievements whose ambitions are limited only by the most
fundamental physical limits. “Soft” science fiction has explored what
might go wrong if various ideals of our time were taken to extremes or
what new ethical issues would come up if new technologies gave us
radically new personal or societal options. A good example combining
both aspects is Diaspora by Greg Egan (1997), in which almost all
beings are digital, greatly changing the space of possible utopias.



However, such thought has also been limited by being fiction. This
forces a tension between exploring worlds that could genuinely be
utopias and making those worlds sufficiently entertaining for the
reader, typically by allowing the possibility of fundamental threats to
human wellbeing. And it means that the criticism they receive is
mainly directed at writing style, characterization and so forth, rather
than as constructive attempts to refine and develop their visions of the
future.

9 The difficulty of anticipating the results may actually make it easier to
start the process—for it acts as a veil of ignorance. If we were fairly
sure of which future the Long Reflection would ultimately endorse,
we’d be tempted to judge this by the lights of our current ethical
understanding. Those whose current views are far from where we
would end up may then be tempted to obstruct the process. But from a
position where we are uncertain of the destination, we can all see the
benefits in choosing a future based on further reflection, rather than
simply having a struggle between our current views. And this veil of
ignorance may even overcome the problems of people having
irrationally high confidence in their current views. For if different
camps think their view is uniquely well supported by argument, they
will also think it has a higher than average chance of being the outcome
of a careful process of reflection.

10 If compromise futures were considered even less attractive than either
of the “pure views” we started with, then we could ultimately just
choose randomly from among the undefeated pure views—perhaps
with probabilities related to their degree of support.

But I’m generally optimistic that there are win-win compromises.
For example, moral theories can be divided into those whose judgment
of the value of outcomes increases roughly in line with the amount of
resources, and those where there are steeply diminishing returns.
Classical utilitarianism is an example of the former, where two galaxies
could support twice as much happiness as one and would thus be twice
as good. Common-sense morality is an example of the latter, where
most people’s untutored intuitions show little interest in creating
flourishing beyond the scale of a planet or galaxy. Such differences
give rise to opportunities for deals that both views see as highly



favorable. I call this phenomenon moral trade (Ord, 2015).
In particular, there is room for a “grand deal” between moral theories

where the views with diminishing marginal utility of resources get to
decide the entire future of our galaxy, while the views that highly value
additional resources get to decide the future of all the other galaxies in
the universe (so long as they won’t use these for things which are
actively disapproved of by the former theories). This should avoid
conflict, by giving both groups an outcome they think of as more than
99% as good as is possible—much better than the expected gains of
fighting to control the future or flipping a coin for the right to do so.

11 It is possible that a successful Long Reflection would require the
improvements to our abilities stemming from one of these radical
changes. If so, we would be in a tricky situation and would have to
consider the relative risks of making the change without understanding
its consequences versus continuing with our unimproved abilities and
potentially missing something important.

12 A useful comparison is to the Renaissance. Most people in Europe
were not actively involved in this rebirth of culture and learning, yet it
is this grand project for which Europe in the fourteenth to seventeenth
centuries is best remembered. Notable differences include that the
Long Reflection would be a global project and that it should be more
open to everyone to participate.

13 Schell (1982), p. 229.
14 The Long Reflection may overlap with the final phase of achieving our

potential, perhaps substantially. For it is only irreversible actions that
must await our reflection. There may be domains of irreversible action
that get resolved and can then be acted on, while others are still under
debate.

15 I sometimes hear colleagues suggest that one thing that could be more
important than existential risk is the consideration of how to think
about infinite value (Bostrom, 2011a; Askell, 2018). This has two
parts: one is a challenge to theories like utilitarianism that are difficult
to apply in an infinite universe (such as cosmologists believe our
universe to be), and the other is a question of whether there might be
prospects of creating something of infinite value (which would seem to
trump the large but finite value of safeguarding humanity).



I’m not sure whether these questions are crazy or profound. But
either way, they can be left until after we achieve existential security.
The case for avoiding existential catastrophe doesn’t rely on theories
like utilitarianism, and if infinite value really can be created, then
existential security will increase the chances we achieve it. So even
questions like these with potentially game-changing effects on how we
think of the best options for humanity in the future seem to be best left
to the Long Reflection.

There may yet be ethical questions about our longterm future which
demand even more urgency than existential security, so that they can’t
be left until later. These would be important to find and should be
explored concurrently with achieving existential security.

16 Stephen Hawking (Highfield, 2001): “I don’t think the human race will
survive the next thousand years, unless we spread into space. There are
too many accidents that can befall life on a single planet. But I’m an
optimist. We will reach out to the stars.”

Isaac Asimov (1979, p. 362): “And if we do that over the next
century, we can spread into space and lose our vulnerabilities. We will
no longer be dependent on one planet or one star. And then humanity,
or its intelligent descendants and allies, can live on past the end of the
Earth, past the end of the sun, past (who knows?) even the end of the
universe.”

Michael Griffin, NASA Administrator (2008): “The history of life
on Earth is the history of extinction events, and human expansion into
the Solar System is, in the end, fundamentally about the survival of the
species.”

Derek Parfit (2017b, p. 436): “What now matters most is how we
respond to various risks to the survival of humanity. We are creating
some of these risks, and we are discovering how we could respond to
these and other risks. If we reduce these risks, and humanity survives
the next few centuries, our descendants or successors could end these
risks by spreading through this galaxy.”

Elon Musk (2018): “… it’s important to get a self-sustaining base.
Ideally on Mars because Mars is far enough away from Earth that a war
on Earth, the Mars base might survive, is more likely to survive than a
moon base.”



Carl Sagan (1994, p. 371) implicitly suggested it when saying: “In
the littered field of discredited self-congratulatory chauvinisms, there is
only one that seems to hold up, one sense in which we are special: Due
to our own actions or inactions, and the misuse of our technology, we
live at an extraordinary moment, for the Earth at least—the first time
that a species has become able to wipe itself out. But this is also, we
may note, the first time that a species has become able to journey to the
planets and the stars. The two times, brought about by the same
technology, coincide—a few centuries in the history of a 4.5 billion-
year-old planet. If you were somehow dropped down on the Earth
randomly at any moment in the past (or future), the chance of arriving
at this critical moment would be less than 1 in 10 million. Our leverage
on the future is high just now.”

But he goes on to suggest something more like the existential
security I am proposing (1994, p. 371): “In a flash, they create world-
altering contrivances. Some planetary civilizations see their way
through, place limits on what may and what must not be done, and
safely pass through the time of perils. Others, not so lucky or so
prudent, perish.”

17 My colleagues Anders Sandberg and Stuart Armstrong spell out the
logic and mathematics in more detail (Armstrong & Sandberg, 2013).
They show that the number of redundant copies only needs to increase
logarithmically in order to have a non-zero chance that at least one
copy exists at all times.

18 The spread of these risks is limited by the speed of light, so cosmic
expansion would limit their spread to a finite region (see Chapter 8).
This isn’t very helpful for us though, as the region of desolation right
now would include everywhere we could ever reach. In the distant
future, things are a little better: all the galactic groups will be causally
isolated, so we may be spread over millions of independent realms.
However, these locations cannot repopulate each other, so a 1% risk
would on average permanently wipe out 1% of them. On some views
about what matters, this would be just as bad as a 1% chance of losing
all of them. Even if we only care about having at least one bastion of
humanity survive, this isn’t very helpful. For without the ability to
repopulate, if there were a sustained one in a thousand chance of



extinction of each realm per century, they would all be gone within 5
million years. This might seem like a long time, but since we would
have to survive a hundred billion years to reach the point in time when
the universe is divided up like this, it doesn’t appear to offer any useful
protection. The real protection comes not from redundancy, but from
taking the risks seriously and working to prevent them.

19 How much it helps is an open question. Firstly, the extent it helps
depends on how much of the existential risk is uncorrelated between
planets and how best to model the risk. One model is to think of some
fraction of the aggregate risk being uncorrelated and to say that
spreading to other planets removes that part. Eliminating this part of
our aggregate risk may thus make a major change to our chance of
achieving our potential. But we could also model our situation with
some fraction of the risk each century being uncorrelated (e.g., 5
percentage points out of a total of 10). In this example, eliminating
uncorrelated risk (without solving the correlated risk) would just
double the expected length of time before an existential catastrophe
from ten centuries to 20, increasing humanity’s lifespan by just a small
fraction. I’m not sure which of these models is the better way of
looking at it.

There is also a question of cost-effectiveness. Space settlement does
not look to me to be one of the most cost-effective ways to reduce risk
over this century. As a simple example, building similar sustainable
colonies in remote parts of the Earth (Antarctica, under the sea…)
would be much cheaper and would protect against many of the same
risks. But perhaps it is a mistake here to think of the money for space
settlement as coming from the same fixed budget as other risk
reduction. It is such an inspiring project that the money may well be
found from other sources, and the inspiration it produces (along with
the knowledge that humanity really is destined for the stars) may
ultimately increase the total resources forthcoming for existential
security.

20 Depending on the details of how we define existential catastrophes, it
may be possible to suffer two of them. For example, suppose that we
lost 99% of our potential in an existential catastrophe. As I don’t
require complete destruction of our potential in order to count as an



existential risk, this would count. In the years that follow, it may still
make sense to preserve the remaining 1% of our potential from further
catastrophes. If our potential were truly vast to begin with, this 1%
remaining may also be vast compared to the issues of the day that
usually concern us, and the case for focusing on preserving our
remaining potential may still be very strong. In this case, it makes
sense for people after the time of the first existential catastrophe to
adopt all the thinking surrounding existential risk.

We could define existential risk relative to our remaining potential,
such that humanity could suffer several successive existential
catastrophes, or relative to our initial potential, such that only the first
one counts. I’m not sure which definition is best, so I leave this open.
But note that it doesn’t really change the arguments of this section.
Even though these people would have the ability to learn from the first
existential catastrophe, it only helps them preserve the scraps of value
that remain possible—the first catastrophe was overwhelmingly more
important and it had to be faced by people with no precedent.

21 This is explored by Groenewold (1970) and Bostrom (2002b).
22 These actions may be aimed at any stage of a catastrophe—preventing

its initiation, responding to its spread, or creating resilience to its
effects—but securing the resources, gathering the information and
planning the actions still needs to be pre-emptive.

23 I owe this point to Bostrom (2013, p. 27).
24 This situation is sometimes called “Knightian uncertainty,” or just

“uncertainty,” which is then distinguished from situations of “risk,”
where we have access to the probabilities (Knight, 1921). There are
several slightly different ways of making this distinction, such as
reserving the term “uncertainty” for situations where we have
absolutely no quantifiable information about whether the event will
occur.

I won’t adopt this terminology here, and will carry on using “risk”
for existential risks. Note that almost all uses of “risk” in this book
denote these situations where we don’t know the objective
probabilities, but where we do have at least a small amount of
quantifiable knowledge about whether the catastrophe will occur (e.g.,
that the chance of nuclear war in the next minute is less than 50%).



25 See Rowe and Beard (2018) for an overview of attempts and
methodologies for estimating existential risk.

26 Lepore (2017).
27 A fault tree is a schematic representation of the logical relationships

between events, particularly those leading up to failure. This allows the
user to identify possible sources of failure in terms of the sequences
and combinations of events that must occur, and estimate their
likelihood.

28 The issue of anthropic selection effects when estimating the risk of
extinction was raised by Leslie (1996, pp. 77, 139–41) and explored in
Bostrom (2002a). See C´irkovic´, Sandberg & Bostrom (2010) for a
detailed analysis of “anthropic shadow”: the censoring of the historical
record for various events related to extinction risk.

29 This is outlined, with reference to the Large Hadron Collider, in Ord,
Hillerbrand & Sandberg (2010). The situation can be easily understood
in a Bayesian framework. We have a prior credence over what the
objective probability is, as well as a piece of evidence that it is what the
scientists have calculated. Our posterior estimate is therefore
somewhere between our prior and the scientists’ estimate. When the
scientists’ estimate is extremely low, this posterior estimate will tend to
be higher than it.

This issue concerns all low-probability risks, but only really needs to
be addressed in those with high enough stakes to warrant the extra
analysis.

30 This is because for low-probability high-stakes risks there is more
room for the true probability to be higher than the estimate, than to be
lower. For example, if the estimate is one in a million and there is an
equal chance of it being ten times higher or a tenth as high, the former
exerts a larger effect on the expected size of the true probability,
pulling it up. In other words, if you haven’t already adjusted for this
effect, then your point estimate of the underlying probability is often
lower than your expectation of the underlying probability, and it is this
latter number that is the decision-relevant probability.

31 One interesting starting point might be to create a body modeled on the
IPCC, but aimed at assessing existential risk as a whole. This would be
a new international advisory body under the auspices of the United



Nations, focused on finding and explaining the current scientific
consensus on existential risk.

32 Beck (2009), p. 57.
33 H. G. Wells was an enthusiastic advocate for world government for

much of his career (Wells, 1940, pp. 17–18): “It is the system of
nationalist individualism and uncoordinated enterprise that is the
world’s disease, and it is the whole system that has to go … The first
thing, therefore that has to be done in thinking out the primary
problems of world peace is to realise this, that we are living in the end
of a definite period of history, the period of the sovereign states. As we
used to say in the eighties with ever-increasing truth: ‘We are in an age
of transition.’ Now we get some measure of the acuteness of the
transition. It is a phase of human life which may lead, as I am trying to
show, either to a new way of living for our species or else to a longer or
briefer dégringolade of violence, misery, destruction, death and the
extinction of mankind.”

Bertrand Russell (1951) wrote: “Before the end of the present
century, unless something quite unforeseeable occurs, one of three
possibilities will have been realized. These three are:

1. The end of human life, perhaps of all life on our planet.
2. A reversion to barbarism after a catastrophic diminution of the

population of the globe.
3. A unification of the world under a single government, possessing a

monopoly of all the major weapons of war.”

And more recently Nick Bostrom has advocated for humanity
forming what he calls a “Singleton” (2006). This could be a form of
world government, but it doesn’t have to be. As I understand his
concept, humanity is a singleton if it is in a situation where it behaves
roughly like a coherent agent. This involves humanity avoiding
outcomes that are Pareto-inferior by the lights of the people of the
world (i.e., negative-sum conflicts such as war). But it needn’t involve
a single political point of control.

34 Einstein (1948), p. 37. Einstein was motivated by extinction risk, but
from a somewhat different dynamic from that which worries me most.
Where I’ve stressed the problem of bad actors or defection from



moratoria within individual nations, Einstein was chiefly focused on
the need to remove the ability for one nation to wage war on another
once the methods of waging war posed a risk of extinction.

35 Somewhat inaccurately, as it is neither red nor a telephone. Nor does it
sit on the president’s desk. In reality it is a secure teletype link (then
fax, and now email), located at the Pentagon.

36 The Soviet ambassador Anatoly Dobrynin (1995, p. 100) gives a
memorable recollection: “Nowadays one can hardly imagine just how
primitive were our embassy’s communications with Moscow in the
dreadful days of the Cuban crisis, when every hour, not just every day,
counted for so much. When I wanted to send an urgent cable to
Moscow about my important conversation with Robert Kennedy, it was
coded at once into columns of numbers (initially this was done by hand
and only later by machine). Then we called Western Union. The
telegraph agency would send a messenger to collect the cable… who
came to the embassy on a bicycle. But after he pedaled away with my
urgent cable, we at the embassy could only pray that he would take it to
the Western Union office without delay and not stop to chat on the way
with some girl!”

37 One could think of this in terms of the modern military concept of an
OODA loop (the time needed to Observe, Orient, Decide and Act). The
OODA loop of diplomacy was far too slow to appropriately manage
the unfolding events on the ground.

They did have some faster options, such as immediate radio and
television announcements, but these required conducting the diplomacy
in front of the entire world, making it much harder for the parties to
back down or agree to domestically or internationally unpopular terms.

38 The OPCW’s 2019 budget is €70 million, or $79 million (OPCW,
2018). Staff numbers from OPCW (2017).

39 These commendable efforts have been led by the International Gene
Synthesis Consortium (IGSC, 2018).

40 US Department of State (n.d.). By most accounts, the treaty was a
significant step toward disarmament, successfully eliminating a large
class of weapons from the arsenals of the two great nuclear powers and
putting in place robust verification procedures (Kühn & Péczeli, 2017).

41 I’ve suggested extinction risk rather than the broader idea of existential



risk because the latter would involve an additional difficulty of
assessing which other outcomes count as existential catastrophes.

Catriona McKinnon (2017) has made some helpful suggestions for
how a crime of deliberate or reckless imposition of extinction risk
could be created in international criminal law.

42 For example, while many states have laws against imposing risks on
others (such as drunk driving), international criminal law has no
precedent for this (McKinnon, 2017, p. 406). And while it may seem
that nothing could be more fitting of the title “a crime against
humanity,” the use of the word “humanity” is ambiguous and is
sometimes interpreted here in the sense of “essential human dignity,”
rather than as the totality of all humans. For example, in relation to the
crimes of the Holocaust, Altman & Wellman (2004) describe an
understanding of the term as “Harm was done to the humanity of the
Jewish victims, but that is not to say that harm was done to humanity
itself.”

The issue of finding thresholds for what counts as increasing a risk
unnecessarily (and for adjudicating it) is a serious one. For example,
we would not want to include trivial increases, such as releasing carbon
dioxide with a short car journey, but we don’t have access to precise
probabilities with which to set a higher threshold. And if the proposal
would make heads of state fear that their everyday actions, such as
reducing a gasoline levy, may open them up to prosecution, then it
would be very hard to get their consent to establish the law.

43 For example, to pose a 1% existential risk. It would of course be illegal
to actually kill everyone or cause the collapse of civilization, but since
there would be no punishment after the fact, that is not especially
relevant. So the law would need to punish the imposition of risk or the
development of the systems that may lead to the catastrophe.

Ellsberg (2017, p. 347) eloquently captures the insanity of the
current state of affairs: “Omnicide—threatened, prepared, or carried
out—is flatly illegitimate, unacceptable, as an instrument of national
policy; indeed, it cannot be regarded as anything less than criminal,
immoral, evil. In the light of recent scientific findings, of which the
publics of the world and even their leaders are still almost entirely
unaware, that risk is implicit in the nuclear planning, posture,



readiness, and threats of the two superpowers. That is intolerable. It
must be changed, and that change can’t come too soon.”

44 UNESCO (1997).
45 These include Finland (1993–), Canada (1995–), Israel (2001–6),

Germany (2004–), Scotland (2005–), Hungary (2008–12), Singapore
(2009–), Sweden (2011–), Malta (2012–) and Wales (2016–). There are
a lot of lessons to be learned from their mixed record of success and
failure, with several being weakened or abolished, especially after
changes of political control at the national level. See Nesbit & Illés
(2015) and Jones, O’Brien & Ryan (2018).

46 An early critique was that of Hans Jonas (1984, p. 22): “One other
aspect of the required new ethics of responsibility for the distant future
is worth mentioning: the doubt it casts on the capacity of representative
government, operating by its normal principles and procedures, to meet
the new demands… the future is not represented… the nonexistent has
no lobby, and the unborn are powerless.”

47 And even more problematically, the policy may affect who comes to
exist at that future time and whether there are any future people at all.

48 Such an institution could also represent children, as they too have
interests that predictably diverge from those of adults, but are denied a
vote.

49 Smart (1984), p. 140. Bostrom (2014) expands on this and other
aspects of what going slow does and doesn’t achieve.

50 Slow progress (as opposed to merely shifting all dates back by some
number of years) may also give us more time to identify threats before
they strike, and more time to deal with them. This is because it would
effectively speed up our reaction time.

51 They also come with a more well-known shadow cost on the
environment. The arguments there are similar and I also endorse using
some fraction of the gains from technology to counteract these costs.

52 We could also think of this as technological progress in our current
time not making humanity more prosperous at all. Even thought of
narrowly in terms of money, it may be merely making our own
generation more prosperous at the expense of large reductions in the
expected prosperity of a vast number of future generations.

The same can be said in the narrow terms of technology itself.



Creating technology at a breakneck pace is a greedy strategy. It
optimizes the level of technology next year, but reduces the expected
technology level across the longterm future.

53 It is hard to find such time, when the academic incentives are set up to
push people toward publishing more papers and rewarding producers
of technical papers, not papers on ethics or governance. But academics
are ultimately in charge of their own incentive structure and should
push to change it, if it is letting them (and humanity) down.

54 Indeed, a good choice for a young scientist or technologist would be to
go to work in government. The lack of scientific literacy and expertise
in government is most often lamented by precisely the people who
have those skills and could be applying them in government. Put
another way, it is unreasonable to blame people working on policy for
not being great at science, but more reasonable to blame people who
are great at science for not working on policy.

55 UN (n.d.).
56 See Grace (2015). There is some debate over how successful the

Asilomar Conference was. In the decades after the guidelines were
created, some of the risks envisioned by the scientists turned out not to
be as great as feared, and many of the regulations were gradually
unwound. Some critics of Asilomar have also argued that the model of
self-regulation was inadequate, and that there should have been more
input from civil society (Wright, 2001).

57 See Bostrom (2002b).
58 This distinction is from Bostrom (2014), and the analysis owes a great

deal to his work on the topic.
59 The precise half-life is the natural logarithm of 2 (≈0.69) divided by the

annual risk, whereas the mean survival time is simply 1 divided by the
annual risk.

But note that it is just the objective probability of survival that is
characterized by a decaying exponential. Since we don’t know the half-
life, our subjective probability of survival is the weighted average of
these exponentials and is typically not itself an exponential. In
particular, it will typically have a fatter tail. (This same effect comes up
when we are uncertain of the discount rate; see pp. 257–8.)

60 There may also be risks that fit neither of these categories.



61 The distinction between state and transition risks is not sharp. In
particular, for risks with a changing character, it can depend upon the
timescale we are looking at. Take the risk of nuclear winter. At some
scales, it acted as a state risk. In the years from 1960 to 1990 this was a
reasonable model. But if we zoom in, we see a set of transitions that
needed to be managed. If we zoom out to include the time up to the
present, then it feels like two regimes (during and post–Cold War) with
very different hazard rates. If we zoom out to include the entire time
humanity remains vulnerable to nuclear weapons, it may look like a
state risk again on a scale of centuries, with the ebb and flow of
geopolitics on a decadal level being washed out. And if we zoom out
even further, such that there is only a small region of nuclear war risk
sandwiched between the pre-nuclear and post-nuclear eras, then it may
again be best thought of in terms of a transition risk: how should
humanity best navigate the transition to a regime in which we harness
nuclear energy.

A similar issue may arise with the risk from AGI. Once it is
developed, we would enter a state where humanity is vulnerable to
AGI accident or misuse by any of the actors who gain access to it. This
state will only end when actions are taken to end it. This period (which
may be short) will be an AGI state risk, while when zoomed out it is a
transition risk.

Despite mixed cases like these, it remains a useful distinction.
Indeed, even in these very cases, it is a useful lens through which to
understand the changing nature of the risks.

62 This idea was introduced by Bostrom (2013, pp. 24–6).
63 It is, of course, a cliché for a researcher to suggest that more research is

needed. I hope the reader will be able to see why more research on
existential risk will indeed be especially valuable to humanity. Here,
research isn’t needed merely for a more definitive answer to an
arbitrary academic question. It is required in order to be able to answer
a fundamentally important question (which actions would best
safeguard the longterm potential of humanity?) that has had hardly any
study thus far.

64 For example, at the time of writing there have only been two published
studies on the climate effects of full-scale nuclear war since the Cold



War ended in 1991 (Robock, Oman & Stenchikov, 2007; and Coupe et
al., 2019), and no detailed study of its agricultural effects since 1986
(Harwell & Hutchinson, 1986).

65 For example, the research fellowship which has given me the time
needed to write this book was funded by an individual donor.

66 They have also made a large grant supporting the Future of Humanity
Institute at Oxford, where I work.

67 Their focus on the research that is actually most helpful (guided by a
passion for the cause) is especially valuable, for a general increase in
research funding for existential risk might be expected to flow mainly
toward established research (perhaps after suitable rebranding), leaving
little for more foundational or daring work. We might also expect
general funding to go to more well-understood risks (such as asteroids)
at the expense of bigger, but less well-understood risks (such as those
from advanced artificial intelligence); or to risks that are catastrophic,
but not really existential. If mainstream granting bodies were to start
funding calls for existential risk, they would need to take care not to
distort the priorities of the field. See also Bostrom (2013, p. 26).

68 Other academic institutes include the Future of Life Institute (FLI) and
the Global Catastrophic Risk Institute (GCRI).

69 Environmentalism is a useful example. It was much less of a partisan
political issue in the early days, when it had many great successes. It
was Richard Nixon who established the US Environmental Protection
Agency, and Reagan (1984) who stated “Preservation of our
environment is not a liberal or conservative challenge, it’s common
sense.” I think it may have had even more success if this non-partisan
spirit had been kept alive.

70 Consider environmentalism. The chief issues facing early
environmentalists were pollution, biodiversity loss, extinction and
resource scarcity. But they didn’t call themselves “extinctionists” or
“pollutionists.” They found their identity not in the problems they were
fighting, but in the positive value they were fighting to protect.

71 At the time of writing, DeepMind and OpenAI are the most prominent
examples. They are in need of great researchers in AI safety, and also
great software engineers—especially those who take existential risk
seriously.



72 Organizations focused on reducing existential risk include:
The Future of Humanity Institute (FHI)
The Centre for the Study of Existential Risk (CSER)
The Future of Life Institute (FLI)
The Global Catastrophic Risk Institute (GCRI)
The Berkeley Existential Risk Initiative (BERI)
The Open Philanthropy Project (OpenPhil)
The Nuclear Threat Initiative (NTI)
The Bulletin of the Atomic Scientists
The Global Challenges Foundation
The Law and Governance of Existential Risk group (LGER)
Alliance to Feed the Earth in Disasters (ALLFED)
The high-impact careers site 80,000 Hours maintains an up-to-date job
board, including such positions:
80000hours.org/job-board
and explanations of the kinds of careers that can really help:
80000hours.org/career-reviews

73 In keeping with this, I have signed over the entire advance and
royalties from this book to charities helping protect the longterm future
of humanity.

74 Eig (2014). McCormick should share the credit with the birth-control
activist, Margaret Sanger (who first secured McCormick’s donations),
and the scientists Gregory Pincus and John Rock, whose research she
funded.

75 Fleishman, Kohler & Schindler (2009), pp. 51–8. See note 97 to
Chapter 4.

8 OUR POTENTIAL

1 Wells (1913), p. 60.
2 I use the term “civilization”—as I have done throughout this book—to

refer to humanity since the Agricultural Revolution (which I round to
10,000 years, reflecting our imprecise knowledge of its beginning).
This is a broader definition than the more commonly used 5,000 years
since the time of the first city states. I use this longer time as I believe
the Agricultural Revolution was the more important transition and that



many of the things we associate with civilization will have been
gradually accumulating during this time of villages and towns
preceding the first cities.

3 Using the fossil record, estimates of median species lifetime for
mammals range from 0.6 million years (Barnosky et al., 2011) to 1.7
million years (Foote & Raup, 1996). I set aside estimates using
molecular phylogeny, which generally give longer estimates, as that
methodology is less widely accepted.

For all species in the fossil record estimates range from 1 million
years (Pimm et al., 1995) to 10 million years (De Vos et al., 2015).
May (1997, p. 42) concludes: “if one is to speak of an average, it might
be better to offer a range like 1–10 million years.”

4 Most atmospheric carbon has a lifetime of around 300 years, but there
is a long tail of carbon that survives many times longer than this.
Archer (2005) finds that within 100,000 years, 7% of fossil fuel carbon
will remain.

5 After the end-Permian extinction, which saw 96% of species go extinct
around 250 million years ago, a full recovery took around 8–9 million
years for marine species, and slightly longer for land species (Chen &
Benton, 2012).

6 Forey (1990); Zhu et al. (2012); Shu et al. (1999).
7 The oldest cyanobacteria fossils are somewhere between 1.8 and 2.5

billion years old (Schirrmeister, Antonelli & Bagheri, 2011).
Simple life is generally accepted as having emerged at least 3 billion

years ago (Brasier et al., 2006). “Complex life” is not a precisely
defined term. I take it as referring to the level of the Cambrian
explosion (541 million years ago), or the appearance of Ediacaran biota
(about 600 million years ago). The exact boundary makes little
difference in what follows.

8 This scenario is from Christopher Scotese (Barry, 2000). It should be
understood as speculative.

9 Indeed, this will happen within just 100,000 years. When our early
human ancestors gazed at the stars, they too saw shapes unknown to us.

10 The first set of plants to die are those that use C3 carbon fixation for
photosynthesis, which requires a higher level of carbon dioxide.



Roughly 3% of plants use C4 carbon fixation for photosynthesis, which
works at carbon dioxide levels far below the critical limits for C3
(Kellogg, 2013).

There is significant uncertainty in all of these estimates. We can be
reasonably confident that the runaway and moist greenhouse effects
pose an upper bound on how long life can continue to exist on Earth,
but we remain uncertain about when they will occur, due to the familiar
limitations of our climate models. Wolf & Toon (2015) find a moist
greenhouse will occur at around 2 billion years, whereas Leconte et al.
(2013) place a lower bound at 1 billion years.

The open question is whether carbon dioxide depletion or
temperature increases will render Earth uninhabitable before the
runaway or moist greenhouse limits are reached. Rushby et al. (2018)
estimate carbon dioxide depletion will occur in around 800 million
years for C3 photosynthesis, and around 500 million years later for C4
photosynthesis.

Over such long timespans, we cannot ignore the possibility that
evolution may lead to new species able to exist in climates inhospitable
to presently existing life forms. Indeed, the first C4 plants only
appeared around 32 million years ago (Kellog, 2013).

11 The Sun is getting brighter at a rate of about 10% per billion years, and
will continue to do so for around 5 billion years, when it enters its red
giant phase. It is this surprisingly small relative change that would spell
the end of complex life absent our intervention. By about 6 billion
years’ time, we’d need to absorb or deflect about half the incoming
light.

12 Schröder & Connon Smith (2008).
13 Conventional star formation will cease in about one to 100 trillion

years, but there are many proto-stars (called brown dwarfs) that are too
small to ignite on their own. Over these cosmological timescales, their
collisions will create a small but steady stream of new stars that will
keep going for at least a million times as long as conventional star
formation (Adams & Laughlin, 1997; Adams & Laughlin, 1999).

14 The patterns of the stars are reflected in some of the earliest post-
agricultural artifacts, and knowledge of the stars is culturally and



practically important today for many indigenous peoples who have
retained their forager lifestyle. There is even a tantalizing possibility
that oral traditions have preserved some ancestral mythology about the
stars for more than 50,000 years: there are indigenous groups in North
America, Siberia and Australia who all call the same constellation “The
Seven Sisters” in their own languages. The constellation is the
Pleiades, which was also known as “The Seven Sisters” to the ancient
Greeks (Wilson, 2001).

15 We don’t know precisely how many. Extrapolating the count of
galaxies visible in the Hubble Ultra Deep Field image shows there are
at least 150 billion galaxies visible with present technologies. But this
will undercount since we can’t detect them all, and overcount because
there were more galaxies in the early universe, many of which have
since merged (the Hubble image shows these distant regions as they
were long ago when the light left them). Using a recent estimate of
0.0009 galaxies per cubic megalight-year at the present moment
(Conselice et al., 2016), I calculate 400 billion galaxies in the
observable universe right now.

Galaxies come in a vast range of sizes, from more than a trillion
stars down to perhaps just thousands. Most are much smaller than the
Milky Way. This wide variety of scales for the galaxies adds to the
uncertainty. We may find that there are many more small and faint
galaxies than we had anticipated, greatly increasing the number of
galaxies in the observable universe, but simultaneously making the
average galaxy less impressive.

16 The ratio is a little better if we compare this just to the land area of the
Earth, but even our ocean (surface or floor) is much easier to settle than
are the distant planets and moons.

17 The hourly energy from the Sun is ∼3.2 × 1020 J (Tsao, Lewis &
Crabtree, 2006), compared with our annual energy consumption of ∼6
× 1020 J (IEA, 2019).

18 When such a feat of astronomical engineering is discussed, people
often jump straight to its ultimate realization: a Dyson sphere, entirely
encapsulating the Sun. But such an extreme version introduces other
challenges and downsides. Instead, it is best thought of as a scalable
approach.



19 One approach is to make individual solar collectors and put them in
orbit around the Sun. Arguably we’ve already started this, with some of
our existing spacecraft and satellites. While there are complexities to
do with getting rid of the waste heat and sending the captured energy
somewhere useful, this approach is relatively simple at first. However,
it becomes more complicated once there are enough collectors to
capture a significant fraction of the Sun’s energy (as then one needs to
orchestrate their orbits to avoid collisions).

Another promising approach is to use not satellites, but “statites.”
These are objects that are not in orbit, but which avoid falling into the
Sun by having their gravitational pull toward the Sun exactly canceled
by the pressure of light pushing them away. Balancing these forces
requires the collectors to be very light per unit area, but it does look
achievable. While there are substantial challenges in engineering each
collector, they would require very little building material and scaling
the project up is simply a matter of making more of them and dropping
them in place. My colleagues Eric Drexler and Anders Sandberg have
done feasibility calculations, estimating the mass needed for enough
statites to absorb all sunlight to be around 2 × 1020 kg. This is around
the mass of Pallas, the third largest asteroid in our Solar System
(Sandberg, n.d.).

20 Even if fossil fuels were to remain useful in vehicles (which need to
carry their own energy sources), their carbon emissions could be easily
reversed by carbon dioxide scrubbers, powered by the abundant solar
energy.

21 There may also be limits to the directions spacecraft can be sent with
this method, so we may not be able to use it to send craft directly to our
nearest stars.

Since the spacecraft we have already sent beyond our Solar System
are not aimed at the nearest stars, they will proceed past them. Since
they weren’t launched with enough speed to escape the Milky Way,
they are destined to wander through our galaxy for an extremely long
time, perhaps swinging past many stars before eventually being
destroyed.

22 Overbye (2016).
23 It is typically imagined that such a settlement would be on a planet, but



it could instead be on a moon or in a space station constructed from
material in asteroids. The latter might make a superior early base of
operations as the initial craft wouldn’t need to survive a descent onto a
planet, or to construct a massive rocket in order to get back into space.

24 See note 44 to Chapter 2 for an outline of my own thinking on the
“Fermi paradox” and whether we are alone.

25 If the life were less advanced than us, it may pose a test to our
morality; if it were more advanced, it may pose a threat to our survival.
Or if the ceiling on technological ability lies not too many centuries
into the future, then there is a good chance we would meet any other
intelligent beings after we had all reached the same level: as
technological equals.

26 One can understand this by imagining lines connecting each pair of
stars in our galaxy that are closer than some distance d to each other.
For small values of d, only a small proportion of stars get connected.
But there is a critical level for d at which point a giant connected
component appears, which connects almost all stars in the galaxy. My
colleague, Anders Sandberg, has calculated this to be at about six light
years.

The critical distance would be even less if we took advantage of the
fact that stars drift past each other. If we waited for these close
approaches, we wouldn’t have to travel so far in each step.

There is also a complicating factor that perhaps not every star system
is sufficiently settleable to enable new journeys from there. This seems
less likely now that we know rocky planets are so common, but may
still be true. This would effectively thin out the set of stars and increase
the critical distance.

27 This is not the fastest or most efficient way to settle the galaxy,
especially if we can travel further in each step. I focus on it because it
is the easiest way—the one that requires the least technology, the least
planning and the fewest resources from our own Solar System.

28 Adams & Laughlin (1997).
29 Large groups are known as “clusters,” but occupy the same position in

the scale hierarchy.
30 These intersections are sometimes known as “superclusters,” though

that term is also sometimes used to refer to a wider region around the



intersection, such that each galaxy is considered part of some
supercluster. Either way, superclusters are a useful concept in mapping
our environment, but not especially relevant to our potential.

31 The discovery that the universe is expanding is generally credited to
Edward Hubble and Georges Lemaître, who reached the conclusion
independently in 1927 and 1929 respectively (Gibney, 2018). The
accelerating expansion of the universe was discovered only in the late
1990s (Riess et al., 1998)—work that won the 2011 Nobel Prize in
Physics.

In the paragraphs that follow, I’m describing the limits as they would
be under the simplest known account of accelerating expansion, where
it is due to a cosmological constant. This is known as the “concordance
cosmology” or ΛCDM. Other explanations of accelerating expansion
(including that it is illusory) may produce quite different limits, or even
no limits at all.

32 The light from these galaxies has only had 13.8 billion years (the age
of our universe) to reach us, but they are currently 46 billion light years
away, as the space in between has been expanding in the meantime.

33 The 63 billion light year limit is the sum of the distance we can
currently observe (46.4 billion light years) and the distance we can
currently affect (16.5 billion light years).

If someone traveled away from the Earth, they could see a bit further
in that direction. In the extreme case, if they traveled at the speed of
light, they could eventually reach a point currently about 16 billion
light years away from Earth and then see an entire eventually
observable universe centered on that distant point. They wouldn’t see
more than someone here, but would see different parts including some
that will never be visible from here. But according to our current best
theories, anything more than 79 billion light years from here (the sum
of these distances) is absolutely impossible to observe.

34 Surprisingly this affectable region extends slightly beyond the “Hubble
sphere”—the region containing all galaxies that are receding from us at
less than the speed of light (currently with a radius of 14.4 billion light
years). This is because it is still possible to reach some of the closest
galaxies that are receding faster than the speed of light. This may
appear impossible as nothing can travel through space faster than the



speed of light, but we can use the same trick that those distant galaxies
themselves are using. They recede so quickly not because they are
traveling quickly through space, but because the space between us is
expanding. If you shine a torch into the sky, the very light you emit
will also recede from you faster than the speed of light, since the
intervening space itself expands. Some of the photons you release will
eventually reach about 2 billion light years beyond the Hubble sphere.
Indeed, since almost everything you do affects the pattern of photons
reflected off the Earth into deep space, it is almost impossible to avoid
affecting things 16 billion light years away as you go about your daily
life.

Thus, while people often use the term “Hubble sphere” or “Hubble
volume” as a stand-in for everything we can hope to affect, they should
really use “affectable universe,” which is both more descriptive and
more accurate.

35 Author’s calculation based on a density of 0.009 galaxies per cubic
megalight-year, from Conselice et al. (2016). These numbers for how
many more galaxies become visible or cease to be affectable each year
depend sensitively on the unresolved question of how many galaxies
there are (see note 15 to this chapter).

36 A key challenge is very small particles of dust strewn through the
intergalactic void. If a spacecraft collides with these at a substantial
fraction of the speed of light, then the collision would be devastating.
The chance of a spacecraft not meeting any such dust grains on its
journey decreases exponentially with distance traveled, so longer
distances traveled in a single step could present a big challenge. Some
form of shielding is probably required. My colleague, Eric Drexler, has
calculated that sending several layers of shielding material in advance
of the spacecraft could protect the payload, but of course this is still
speculative.

The distances could probably be reduced (perhaps markedly so) by
taking advantage of the sparse scattering of stars that lie between the
galaxies.

37 The expected value of our future is something like the product of its
duration, scale, quality and the chance we achieve it. Because these
terms are multiplied together, increasing any of them by a given factor



has the same effect on the expected value. Thus our marginal efforts
are best spent on the one that is easiest to improve in relative terms.

38 This argument, about how safety beats haste, was first put forward by
Nick Bostrom (2003), though with different empirical assumptions. He
measured the annual cost of delay by the energy in the starlight of the
settleable region of our universe that we are failing to harness.
However, I don’t think starlight will be the majority of the resources
we could harness (less than a thousandth of a star’s mass is turned to
energy via starlight), and I think the shrinking size of this settleable
region is crucial.

My own guess is that the annual proportional loss is roughly equal to
the proportion of galaxies that become unreachable due to cosmic
expansion. It is entirely possible that this too will soon come to look
like the wrong answer: for example, if it was technologically
impossible to ever travel between galaxies, or if the evidence for
accelerating expansion was overturned. But I think it is likely that the
general point will remain: that the annual proportional loss is very
small—likely less than one part in a billion. This is because most of the
relevant timescales that would set this proportion are themselves
measured in billions of years (the age of the universe, the lifespans of
most stars, the time for which galaxies will continue to form stars, the
age of the Earth and the duration of life on Earth so far).

39 This is from a speech he gave to the Cambridge Apostles in 1925 when
he was twenty-one (Mellor, 1995). This is the same Ramsey who
developed the economic theory of discounting and argued against
discounting based on the mere passage of time alone (see Appendix A).

40 Some of these thoughts were directly inspired by Bostrom (2005,
2008).

APPENDICES

1 I probably got my dollar in enjoyment of seeing my whimsical thirty-
year-long plan come to fruition, but let’s set that aside…

2 It is not exactly the same effect—my income has increased not only
due to economic growth, but also due to being further along in my life.

3 Some economists, such as Dasgupta (2008), also incorporate social



preferences for equality in the parameter η. This could increase its size
beyond what is implied by individual diminishing marginal utility.

4 It derives from the arguments given in Ramsey (1928).
An alternative model involves computing the net present value of a

future monetary benefit by considering that an earlier monetary benefit
could (usually) be increased in size by investing it until that later date.
So the net present value of a later benefit could be thought of as the
amount of money that we would need to invest today in order for it to
compound to the given size by the given future date. This line of
argument suggests a discount rate that depends on the interest rate
rather than the growth rate.

However, this justification for discounting doesn’t apply when the
option of such investment is not available. This is the case here—for
existential catastrophes would presumably cut off such investments or
make it impossible for future generations to be benefited by them. This
is clearly the case for extinction and seems likely in other cases too.

5 This point has been made well by Ng (2016) and (2005).
6 Indeed, while many great philosophers have argued against pure time

preference—see Sidgwick (1907), Parfit (1984) and Broome (2005)—I
know of no philosophers who support its inclusion in the social
discount rate, so it may be completely unanimous. For those who know
philosophy, this is truly remarkable since philosophers disagree about
almost every topic, including whether they are the only person in the
world and whether there are any true moral claims (Bourget &
Chalmers, 2014).

Note that there is a certain amount of talking past each other in the
debate between philosophers and economists over discounting.
Philosophers often say they are in favor of a zero discount rate, when
that isn’t the right term for what they mean (i.e., they have no quarrel
with monetary benefits to people mattering less if those people are
richer in the future). The philosophers are usually talking about a zero
rate of pure time preference, or that the ηg term is inapplicable for the
topic they are considering (such as for health benefits).

7 A recent survey of 180 economists who publish on the social discount
rate found that their most common estimate for the pure rate of time
preference was 0%, with a median of 0.5% (Drupp et al., 2018, p. 120).



8 Ramsey (1928), p. 543; Harrod (1948), p. 40. Arthur Pigou (1920, p.
25) suggested that non-zero pure time preference “implies… our
telescopic faculty is defective.”

9 I doubt that this is the job of the economist either. Not only does it give
an impoverished conception of economics, yielding all the ground on
normative matters, but it yields that ground to what amounts to an
opinion poll.

Even if economics does not want to be concerned with normative
matters, there are others who are so concerned, reflecting deeply on
these matters and arriving at novel conclusions backed by strong
arguments. Some of these people work in the economics department,
some in the philosophy department, and some scattered across other
areas within academia or without. They have certainly not reached
agreement on all moral problems, but they do have some hard-won
knowledge of normative matters. A decision to replace their insight
with a broad survey (or with the opinions of the current government) is
itself a normative choice, and seems to me a poor one.

10 While an early paper on this topic (Cropper, Aydede & Portney, 1994)
showed participants had a strong preference for saving fewer lives
sooner rather than more lives later, this didn’t provide any real
evidence for pure time preference. For in follow-up questions, many of
them said they made their choice because the future is uncertain and
because it would likely have technology for saving lives—rather than
due to pure time preference (see Menzel (2011) for more details).

A follow-up study by Frederick (2003) was better able to isolate
time preference from these confounding explanations. For example, he
asked people to compare one person dying next year in the United
States from exposure to pollutants to one person dying 100 years from
now in the same circumstances: 64% said these were “equally bad,”
28% said the earlier deaths were worse, and 8% said the later deaths
were worse. Of the 28% who appeared to exhibit pure time preference,
they thought a death now was equal to about three deaths in 100 years.
So the average time preference across all the participants was less than
a quarter of a percent per annum over the next century (and presumably
would decrease further in future centuries in line with other
experiments).



11 This could be due to the remaining existential risks, to the possibility
that even a successful future doesn’t last that long, or to failures to
achieve a flourishing future which don’t qualify as existential risks (for
example a gradual slide toward ruin that we could have prevented at
any point, but simply failed to).

12 Stern, 2006. Stern’s choice of a catastrophe rate of about 10% per
century was fairly arbitrary, and was not an attempt to quantify the best
evidence about future risks. However, I think it is in the right ballpark
for the risk over the next century.

While most of the discussion about his approach to discounting
centered on his very small value for δ, he did effectively include the ηg
term. But as the trajectories of growth rates were generated within his
model, it is harder to explicitly see how it affected his results (see
Dasgupta (2007) for a deep analysis and comparison to the earlier work
of Nordhaus).

13 There are good arguments for why the pure rate of time preference
should be a constant over time (thus giving an exponential curve). This
is because it is the only way to avoid “time inconsistency” where as
time passes you predictably change your mind about which of two
benefits is superior. But this argument doesn’t apply for the growth rate
or the catastrophe rate, which are empirical parameters and should be
set according to our best empirical estimates.

14 We saw in Chapter 3 that the natural risk rate is probably lower than
one in 200,000 per year (to account for us surviving 200,000 years so
far and for related species surviving much longer than this on average).
A 50% chance of getting to a period with a catastrophe rate of at most
one in 200,000 has a discounted value in excess of 100,000 years.

15 The argument is based on that given by Martin Weitzman (1998),
though he doesn’t address discounting based on the catastrophe rate.
The main trick is to see that we are discounting for the chance that a
catastrophe has occurred before the given time, so the effective
discount factor at a given time is the probability-weighted average of
the discount factors in the worlds we find credible. It is then fairly
simple to see that this is not equivalent to discounting at the average
rate (or any fixed rate), and that in the long run it tends toward
discounting at the lowest rate in which we have non-zero credence.



Thus even if you know there is a constant hazard rate, your uncertainty
over what this rate is can produce non-exponential discounting.

16 This depends on whether the action just reduces the risk in the near
term, or whether it has sustained effects on risk.

17 For example, if you think there is at least a 10% chance we survive
more than a million years, this is equivalent to saying that the
certainty-equivalent discount rate declines to a value small enough that
the discounted value of the future is at least 10% × 1,000,000 =
100,000 times as much as this year.

18 Parfit (1984); Ng (1989); Arrhenius (2000).
19 This is due to a phenomenon that arises when multiple averages are

combined. The comedian Will Rogers is said to have quipped: “When
the Okies left Oklahoma and moved to California, they raised the
average intelligence level in both states.” This intitially sounds
impossible, but further thought reveals it could happen if the people
who moved state were below average for Oklahoma (so their leaving
increased its average) but above the average of California (so their
arriving increased its average). This is now known as the Will Rogers
Phenomenon and has important implications in medical statistics
(Feinstein, Sosin & Wells, 1985).

It arises here if it is possible for someone to be born in either of two
different generations. If their wellbeing would be below the average of
the first generation and above the average of the second, moving them
would raise both averages (and thus the sum of generational averages)
without affecting any individual’s wellbeing nor changing who exists.
Since the sum of the averages has gone up by some amount it is
possible to modify the example, lowering everyone’s utility by a
smaller amount such that everyone is slightly worse off but the sum of
the generational averages has still gone up. A theory that can prefer an
alternative with the same population which is worse for everyone is
generally regarded as fatally flawed (especially if there is no gain in
some other dimension such as equality).

But is it possible for someone to be born in either of two different
generations? It seems that it is. For example, present-day medical
technology freezes embryos such that couples can choose when to have
them implanted. If the embryo could be implanted immediately, or



alternatively 30 years later, then it could be born in two different
generations. If it were to have the same wellbeing in each case and this
was between the average wellbeing levels of each of the generations,
we get the Will Rogers Phenomenon. Similar versions of this apply
even if you date the person to conception rather than birth, as existing
medical technology can be used to have the same sperm fertilize the
same ovum now, or in 30 years. The worry here is not that in vitro
fertilization will cause practical problems for conducting longterm
analysis, but that the principle of the sum of generational averages is
theoretically unsound since it can go up even if all individuals’
wellbeing goes down.

More generally, many rating systems based on multiple averages
have this flaw. For example, it is possible to make the GDP per capita
of all countries go up just by moving individuals between countries.
We should always be skeptical of such measures.

20 This would lead to a large, but not vast, value of the future. Depending
on one’s assumptions, the entire future might be worth something like
ten times as much as the present generation.

21 Narveson (1973).
22 See Narveson (1967, 1973), Parfit (1984, 2017a) and Frick (2014).
23 Though if each outcome had completely different people, then the

world with low wellbeing levels wouldn’t be worse either, so this still
doesn’t completely capture our intuitions on the case.

24 See Narveson (1973) and Heyd (1988).
25 Examples of problems that occur include:

•being morally indifferent between a future where everyone has low
wellbeing and a future (comprised of a different set of people) where
everyone has high wellbeing;

•having moral rankings change when “irrelvant alternatives” are
introduced (such as preferring A to B when they are the only choices,
but then B over A, when an inferior option C is also available);

•creating cyclical preferences across choice situations (leading you to
prefer A to B, B to C and C to A);

•having cyclical orderings of value (saying that A is better than B, B
is better than C and C is better than A);



•saying that all outcomes that differ even slightly in how many people
exist are incomparable with each other.

26 There is some recent work trying to justify the asymmetry through
appeal to something more fundamental, such as that of Frick (2014).

27 At least if considered on their own. Many proponents of person-
affecting accounts of the value of the wellbeing of future generations
combine this with other moral principles that would recognize the
badness of extinction. If so, their overall moral views don’t suffer from
this kind of counterintuitiveness, but nor do they pose any threat to the
claim I am trying to defend: that human extinction would be extremely
bad.

28 Beckstead (2013, p. 63) makes this point particularly well. Similarly,
someone who found the Total View most plausible should be very
cautious about following its advice in a choice like that of the
repugnant conclusion.

29 DoD (1981).
30 DoD (1981), p. 8.
31 DoD (1981), p. 12.
32 Oxnard Press-Courier (1958); DoD (1981), p. 8.
33 DoD (1981), p. 20.
34 DoD (1981), p. 21. Most alarmingly, a critical mechanism that

prevented one of the bombs from detonating appears to have failed on
the other bomb (Burr, 2014). McNamara is quoted in US Department
of State (1963).

35 DoD (1981), p. 22.
36 DoD (1981), p. 28; Broder (1989).
37 DoD (1981), p. 29.
38 Accidental nuclear detonation was more likely then than it would be

today, as the B-52’s weapons did not yet satisfy the “one-point safety”
standard. See Philips (1998).

39 SAC (1969); Risø (1970); DoD (1981), p. 30; Philips (1998); Taagholt,
Hansen & Lufkin (2001), pp. 35–43. The early-warning system had
three lines of communication to the US: radio relayed by the B-52
bomber on airborne alert, direct radio and a bomb alarm. The plane
crash cut the first of these. If a nuclear bomb had detonated, this would



have cut the direct radio link too and triggered the bomb alarm, making
the accident impossible to distinguish from a Soviet nuclear strike.

40 DoD (1981), p. 31.
41 Bordne first revealed his story to a Japanese newspaper in 2015, and it

was subsequently published in the Bulletin of the Atomic Scientists
(Tovish, 2015). The account has been disputed by other former
missileers (Tritten, 2015).

42 So risk 1 is (p1/p2) × ((1–p2)/(1–p1)) times as important as risk 2. We
could rewrite this as (p1/(1–p1)) / (p2/(1–p2)) which is the ratio of their
odds ratios. So if you want a single number to express the
counterfactual importance of each risk (which doesn’t need to be
adjusted depending on the risk you are comparing it to) the odds ratio
works perfectly.

43 You might wonder whether this brings up a question about how to
individuate risks. For example, what makes something a 90% risk
rather than two overlapping 50% risks? It turns out that there is no real
dependence on how we individuate risks. Instead, it depends what we
are asking. If you are considering lowering a set of risks that would
constitute a 90% total existential risk were there no other risks at play,
then this is just like lowering an individual risk with a probability of
90%.

The fact that the “big risk” could be a collection of smaller risks that
move together opens up some intriguing possibilities. For example,
suppose that risk this century is 10% and eliminating it would leave all
future risk as 90%. If you were in a position to either reduce all near-
term risk by some amount or all later risk, this effect would come up,
suggesting that acting on the later risk gets the nine-fold boost. (That
said, acting on future risk would also typically get a penalty, which
may exceed this, since we should expect additional people to also be in
a position to help with it.)

44 The former reduces the total 91% existential risk by 0.9 percentage
points, to 90.1%. The latter reduces it by 0.1 percentage points to
90.9%. The effect is surprising because the reduction of the 90% risk to
89% is also a smaller fractional change to that risk. The key to
understanding this intuitively is that it is the fractional change to the



chance of not having the catastrophe that matters.
45 It also happens regardless of whether there are several large risks or a

multitude of smaller risks: for example, the same effects happen if
there are 100 independent risks of 2% each.

46 This doesn’t require us to assume that the centuries after the
catastrophe have zero value, just that they have the same amount of
value as each other and that this is less than those before the
catastrophe.

47 Another way to see this is that the expected value of our future without
risk reduction is some number V. Eliminating the probability of
existential catastrophe in the first century is equivalent to getting a safe
century for free, followed by the original value of the future from that
point on. So the value we add is the value of a century for humanity. Or
we could ask how many years it would take to build up the amount of
risk you eliminated. In this basic model, the value of eliminating the
risk is the value of that many years.

Note also that when I say the value of a century of humanity, I am
referring to its intrinsic value. Since humanity’s actions now can
greatly affect the intrinsic value of future centuries, much of the all-
things-considered value of a century is in its instrumental value. For
example, the amount by which we improve the stock of knowledge,
technology, institutions and environmental resources that we pass on to
future generations. And of course, the amount by which we increase or
decrease the total existential risk (though in this basic model, the
instrumental value of our existential risk reduction is at most as high as
the intrinsic value of the century).

48 The rate of increase of value doesn’t have to stay higher than the
hazard rate forever, in order to have a big impact. This is good, as the
evidence we have suggests that the extremely long-run hazard rate will
be roughly constant (due to a small amount of uneliminable risk),
which would require value to grow exponentially over the extremely
long run to offset it. But it seems likely that value we can create with a
given amount of raw resources will eventually reach a limit, and the
rate at which we acquire new resources is limited by the speed of light
to be cubic, or less.

49 One might object to this based on counterfactuals: these insights are



useful, but other people in the future would develop them anyway, so
there is no counterfactual impact on the future. There is some
important truth to this. While there would still be some counterfactual
impact of this book’s insights, this would be in terms of advancing the
conversation such that future people are in a position to make advances
that build on these ones. But those further advances may have
diminishing marginal value. So on this counterfactual basis, the value
of work now upon future risk will be less than it appears, and may
diminish over time.

But this doesn’t really affect the case I’m making. For if we are
assuming that other people in the future will be doing important
cumulative work on existential risk, then that suggests the risk won’t
be constant over future centuries, but will be decreasing. Either way,
there is a similar effect, as we are just about to see.

50 Yew-Kwang Ng (2016) also noticed this counterintuitive effect.
51 The term comes from Bostrom (2013). David Deutsch (2011) has an

admirable defense of the contrary view.
We may also reach a form of social or political maturity, where we

are no longer flirting with radical new systems such as the totalitarian
and communist experiments of the twentieth century, and have
developed a stable society that could never again descend into tyranny.

52 The boost to the value depends roughly on the ratio between the risk
over the next century and the longer term risk per century. For
example, if there is a one in ten chance of existential catastrophe this
century, but this declined rapidly to a background natural risk rate of
less than one in 200,000 per century, then the value of eliminating risk
this century would be boosted by a factor of 20,000 compared to the
basic model.

53 We could think about this mathematically as having an asymmetric
probability distribution for the value of the future (one that is perhaps
symmetric in log-space). The expected value of the future corresponds
to the mean of this distribution and this may be substantially higher
than the median.

54 Others have tried extending and interpolating the scale, but have done
so in ways that involved arbitrary or problematic elements. Several
people have tried to add a K4 level for “the universe” but applied this



to the entire universe or the observable universe, neither of which is the
right concept. Carl Sagan had an early form of continuous Kardashev
scale, but it forced all levels to be exactly 10 orders of magnitude apart.
Since they are actually about 9 and 11, this broke the connection
between the Kardashev levels and the structure of the cosmos, which
was a very big loss. I think it better to just interpolate between the two
integer Kardashev levels, so that each order of magnitude takes you
roughly a ninth of the way from K0 to K1, but an eleventh of the way
from K2 to K3. Sagan also added a K0 level, but his was just an
arbitrary location 10 orders of magnitude before K1, such that the
fraction of the way we’ve traveled from K0 to K1 did not bear any real
meaning.

55 This is an order of magnitude estimate, with about 1 million people in
ancient Mesopotamia at the time writing was discovered, consuming
about 100 W in energy from food and expending about 100 W in
work/heat. The truth may be a small factor higher than this due to
inaccuracies in those numbers or if their livestock consumed
substantially more food than the human population.
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